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N K ABSTRACT

A semi-empirical method for modelling the loss of electron fluxes in thc .'arth's mag-
netosphere was developed. An equation for the integral-energy omnidirectional electron flux
as a futionj. of time and magnetic field strength was derived from pitch-angle diffusionp theory.-

>This flux equation was the basis for a computer data-fitting program written -it the
Air Force Weapons Laboratory (AFWL) to fit the AFWL Trapped Electron Da..a Base. The
program utilized a least-square. fit and incorporated random variations of the characteristic
exponential loss times about their initial values. Au, improved table of initial 1le38 times was
compiled for tise with the program.

7 he derived flux model showed substantial agreement with the empirical data base.
Representative pints of computed flux over raw data are shown for L-values of 2.3 andl 2.4.
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I. INTRODUCTION

ObjectIv

Modern technology, both civilian and military, depends greatly on the use of satellite
systems. It is thus important to the Department of Defense to understand and predict the
environment in which satellites may operate, in order to determine survivability and vul-
nerability requirements. One part of that environment is the electron fluxes which may exist

-in the trapping regions of the earth's magnetosphere. Stich fluxes may arise from natural
sources or from injection by high-altitude nuclear bursts. Because such fluxes have great
capability for inflicting damage to sensitive satellite components, even at great distances
from a burst, understanding their behavior is vitally important.

There are a large number of theoretical treatments in the literature which describe
various electron loss mechanisms from the earth's magnetosphere. However, the empirical
calculations of actual electron losses are often conflicting, and frequently are restricted in
their areas of coverage.

• .- Since the cessation of high altitude nuclear testing in 1962, loss studies have been limited
to electrons injected into the magnetosphere by natural magnetic disturbances such as solar
storms. Thus, much of the theory which has been developed since 1962 has had restricted
opportunity for empirical testing.

.The objective of this study is to produce an improved algorithm to calculate losses
..-:. of electrons from the magnetosphere. The algorithm is semi-empirical, because it utilizes

the Air Force Weapons Laboratory (AFWL) Trapped Electron Data Base (Ref. 37) measure-
meat of electron fluxes (following the old high altitude nuclear bursts) to determine the
characteristic loss times of those electrons.

The lees times thus determined and the algorithm for flux 'decay" will then be incor-
porated by AFWL into the SPECTER computer code (Ref. 7-9) for improved flux calcula-
tions of satellite environments.

Scope

This study is limited to investigation of one los mechanism, pitch-angle diffusion, using
a theoretical formalism developed principally by Shuls (Ref. 47,48). The study has also been
necemsarily'limited to thor regions of space and those energies covered by the satellites from
which the data base was complied. The los equations thus developed in this study are only
implicitly functions of enery, E, and L-coordinate (explained in Chapter II).

The sheer volume of data and the limited time for this study aim limited the testing
of the algorithm developed to a representative subset of the entire data base.

.4.
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A specific solution of the pitch-angle diffusion equation in derived using the method
proposed by Shuts (Ref. 47). This solution is then fitted to the electron flux data using
a least-quares fitting program written by AFWL, with the coordination of this author.
The solutions are performed for integral fluxes (above threshold energy of the satellite
detector) and for constant L-value. The solutions are thus explicitly functions or magnetic

. field strength, B, but implicitly functions of E and L.

Us of the AFWL/NTCTS computer facilities was essential to this study. Well over 72
honrs of actual computer-processing time were used, and over 1000 computer-produced flux
plots were examined.

Presentation

A brief Background section is presented, which covers some physical relations and
terminology used in the study of space physics. This section is used to establish uniform
symbol notation, and to provide a common starting point for the reader unfamiliar with the
specialised language of space physics. It may be -skipped by the reader more familiar with
the topic.

Chapter [iD outlines the theory used to develop the flux equations which were fitted to
the datL

Following the theory. chapter is a chapter outlining the method of data analysis.
Descriptions are given of the data base and of the AFWL computer codes used in this study.

Representative results of the study are presented in Chapter V, in both tabular and
graphic form. Again, the sheer volume of data makes inclusion of all plots and fitt" values
prohibitive.

Conclusions and recommendations for improvements for further study are presented in
Chapter VI.

The Bibliography includes 65 sources and provides a comprehensive summary of existing
literature of relevant topics about radiation trapped in the magnetosphere and or pitch-angle
diffusion.

.2
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IL.BACKGROUND
K The equation of motion of a charged particle in magnetic, electric, and external gravita-

tional fields is: x +q

where

fit
m = particle mass,

= gravitational constant,
q = charge,
B= magnetic field,
= total electric field (Ref. 11:21-24.)

In a uniform magnetic field, a charged particle will move in helical fashion along iand
around the field lines with a cyclotron radius, p,, (also called gyroradius or Larmor radius)
about its "guiding center". The particle's motion may thus be separated into its rotation
around the field line and the motion of its center of rotation, or guiding center, along Lte
field line (Ref. 11:24-25).

The period of cyclotron rotation, r., is defined by (Ref. 39:5):

=2xm Up 2r,

where m is the relativistic ,"--s:

m = OP Me~ V=

and where vj is component of velocity perpendicular to T.The cyclotron frequency is
simply 2w over the period (Ref. 39:5):

2r

The angle between a particle's local velocity, iand the magnetic field, Iis it's Pitch-
agle, a, which is defined as:

a =arrens()- aresinQL.)

Tn a uniform static magnetic field, vq is c'onstant and v 1 icnstant, an ec s -sat

The particle will then move with a uniform circulihr mot~ion -irmind the field line and iiniforin
rectilinear motion along the lield lint-, resumltinr in a he lical motion abotit thef line, sine

dp3/dt = V Xi< f? mnl,
and

Mal q(i x )11 0.



U1 = constant,
sad:"a- = q(p x ,).,

"" " = (qu.LB)/m = constant, which is a constant centripetal acceleration
(Ref.39:4-7; Ref. 11:23-30).

The concept of the first adiabatic invariant arises naturally from the gi iding center
' approximation. The first adiabatic invariant, M, (also called the relativisi- ic magnetic

moment) is defined by:

M A -= constant
2moB

where . is the particle's perpendicular momentum in the guiding center ap ,roximation.
The assumptions implicit in calling M invariant are that the spatial variation )f n is small
compared to p, and the time variation of B is small compared to r. (Ref. 39: t 1-23).

If a particle has a constant velocity along a field line in the guiding cerLer frame or
reference, then

*sin a(a) sin ai
sin' - =--- = constant

B(;) Bi
7 where s is the arc length along the field line and i is any point on the field line. This assumes

that the particle's kinetic energy remains constant as it follows the field line. If a particle
enters the field at point B with pitch angle aj, its velocity along the field line is

VI (8) V cos a(s) = v " -a 9,n-ai.
I

It the field is increasing in the direction of vi, then the Omirror point" of the particle, where
its parallel velocity is zero, is

B, B(s)

sina sin2a(S)

and the particle has a local pitch angle of 900 at that mirror point (Ref. 39:34 -42).

When the magnetic field has a geometry like that of a dipole field, incr(asing at the
poles and decreasing in the midpoint, then the particle is in the so-called 'magi;etic bottle",
and is trapped between the mirror points. There is some minimum B value between the
mirror points which is called BO, the equatorial field strength. Using the gI iding center
approximation and approximating the earth's magnetic field by a dipole fiel 1, a particle
trapped in the earth's field has three distinct motions. It circles rapidly about:. field line, it
bounces along the line between mirror points, and it drifts slowly in longitud, around the
earth. All three motions take place with different speeds, so they are distinct (Ref. 11-:25;
Ref. 29:34-65).

From the mirror point definition, and from the velocity equations, we see that

M = l

2mof

and that

VLR vsincti iB3VV



Note that the particle's mirror point depends only on its *injection' point and its
injection pitch angle, not on its initial energy or velocity. A mirror point is a consequence
of the field alone, and all particles injected at the same point with the same pitch angle will
mirror at the same point on the field line. Of course, this is only "WtUe if no external forces
are -cting.

The parallel velocity, il, of the particle will be the maximun at B0, wher I B(s) is the
minimum. Thus, a trapped particle spends most of its time near the mirror po nts, and the
least amount of its time transiting the equatorial field regions (Ref. 29:34-44).

The bounce period, 4, of a trapped particle is generally much greater than its cyclotron
period, r,, and is defined by:

J...,v 2 () v e,, VFB()/B)

where s., and s., are the mirror points on the field line.

As a particle in a dipole field like the earth's bounces along the field line, it also drifts
perpendicularly to the field line, due to external forces, field gradients, and fie'd curvature,
as well as other effects such as time-dependent field changes. This drift is slcw compared
to the bounce period. As the particle bounces and drifts, it traces out a surface between its
mirror points and around the earth, called a drift shell (Ref. 39:9-19).

The concepts of the second and third adiabatic invariants arise from the abo-ve behavior.
If the forces acting on the particle remain almost constant over its bounce periodl, the second
adiabatic invariant, J, is defined by

J -pi d = 4 pl do

where pi is the momentum component parallel to A and do measures arc length from the
equator (Ref. 45:12; Ref. 6:3-31). If the forces acting on a particle remain almost constant
over its drift period, the third adiabatic invariant, -0, which is the magnetic fiux enclosed by
a drift shell, is defined by

where A is the magnetic vector potential and where the integration is performed over a
curve, s, which lies in the drift shell. The third invariant, *, is defined and c3mputed for
the drift shell of the guiding center, with constant field, and not for a drift shell which a
particle may physically trace out under short-term conditions (Ref. 45:12; Ref 39:76--79).

The guiding drift shell of a particle may also be referred to as an *invari:Lnt surface,"
which is composed of field lines which end at the mirror points. The three adiabaic invariants
uniquely define an invariant surface (Ref. 8:3-31 to 3-32).

The more common set of parameters used to define a particle's position in the mag-
netosphere (or to define an invariant surface) is the B-L coordinate system. The R parameter
is magnetic field strength, and L is the Mcllwain I, parameter delined by L o/I?. wherr.
Ii1p is the earth's radius (o 6371 kin) (Ref. 6:3-33) and (fief. 39:53).

The value of L, therefore, is equal to the distance, in earth radii, or t e equatorial
point on a field line in a dipole field. If the field is not symmetric (not a pe! feet dipole),
the invariant surfrce is not so will defined. However, for most field lines in he trapping

• , - o . , " ° . . I



region of the earth's magnetosphere, L varies by less than one percent along the line, so
the B-L system is adequate. The less-than-exact symmetry or the earth's dipale field and
outaide forces may cause particle drift to deviate from a perfect azimuthal cus.Ti
means that its L value will vary in the course of' a drift period. This variatiou of L 'values
is not significant below L 3, but may be so above that value. The average b-value or all
intersecting invariant surfaces is called an L-shell. This &-value defines a set of sitrtaces along
field lines, which may end at differing mirror points. The &shells are considere . to inters.t
the earth's surface, even though mirror points do not extend through the atmo! phere to the
surface (Ref. 0:3-33 to 3-35; Ref. 39:53).

- .7

. reo The various mechanisms which operate to cause trapped particles to change Lshell or
to be lost from the trapping region will necessarily violate one or more or the adiabatic
invariants. For example, pitch-angle diffusion violates M or J, or both; and raial diffusion
violates, (Ref. 45:48). These concepts are discussed further in Chapter Ill.
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j TTTf. THEORY

While the motion of particles trapped in a magnetic field is well understood, the
mechanisms of lomes from magnetic fields such as the earth's magnetosphere are less well
understood. It is generally agreed, however, that pitch-angle diffusion into the loss cone is
one of the predominant mechanisms for removal of charged particles for mid-range L-values.
The loss cone angle is the lower limit of pitch angle for trapped particles. Any particles with
smaller pitch angles will mirror in the sensible atmosphere and will be lost by atmospheric
scattering.

Roberts (Ref. 41) has noted that a pitch-angle scattering mechanism must be extant
for pitch-angle diffusion to occur. Such a mechanism would necessarily violate one or more
of the adiabatic invariants.

It is not the purpose of this study to ascertain the true source mechani m of pitch-
angle diffusion. Such a study is beyond the scope of this paper. Indeed, the search for
this mechanism has been going on for decades. Roberts (Ref. 41) has postulated that the

perturbation forces* causing such diffusion may result from turbulent ambienit electric or
magnetic fields or from collisions with other trapped or non-trapped particles. Lyons (Refs.
20-28) has formulated extensive theory based on resonant interactions of so-cah d *whistler"
VLF waves with the trapped-particles' gyrofrequencies: "cyclotron-resonamce*. Regardless
of the actual physical mechanism behind pitch-angle diffusion, its general treatment is
mathematically the same, and the physical results are the same. (Ref. 41:308) This study
follows the methods of Roberts (Ref. 41), Shuls and Lanterotti (Ref. 45) and Shuls (Ref.
47) in esumim that pitch-angle diffusior is an operative process. One of the purposes of
this study is the formulation of the equations necessary to validate that assumption against
experimental data, and to perform that experimental validation.

be"It should be emphasised that, while pitch-angle diffusion is assumed in this paper to
be the dominant Ion mechanism for &-values and altitudes considered, it is not the only
Ions mechanism. Several investigators have formulated radial diffusion (cros-L) theories
(for example, Walt (Ref. 58) or Tomasian (Ref. 54)), coulombic or eollisio3-scattering-
diffusion theories (for example, Wentworth (Ref. 60)) and multiple diffusion theories, such as
combinations of pitch-aogle, energy, and/or radial diffusion (for example, Wait tRef. 68) and
Lyons (Ref. 26)), all of which show some agreement with experimental data. I particular,
atmospheric scattering is obviously a dominant force at very low L values (Ref. 30).

The introduction of multiple los-mechanisms makes explicit solutions of :my diffusion
equation extremely difficult. To simplify the problem and render it amenable t, the method
of Shuls (Ref. 47), this study assumes that *as a rule, radial diffusion enables the radiation
belts to become populated from an external source (or rearranges particles injected by an
internal source), while pitch angle diffusion causes particle loss to an atmospheric sink' (Ref.
45:48).

Pitch-angle diffusion, while simple in concept, is complicated in detail. Roberts' (Ref.
S41:307-337) treatment of the general mechanism is particularly descriptive:

At the magnetic equator, a particle's pitch angle, ao, is determined by

* 1)= os°= - =

VIM* + P , 2

F.7



WIS =

'o.1

r°

; where ljh and Pj, mre the parallel and perpendicluar component. of the particle's

momentum with respect to the field line at the equatorial value of B0. Roberta next defines

( 2 WI°  P

1.- 2mo

where me is the rest mass. These are defined since the first adiabatic invariant, M, is
proportional to Wj.:

(3) M eBe

and, if W1. 4C WL., the second adiabatic invariant, J, is approximately prcportional to
W I :

where
.hr r- the particle's bounce period,

relativistic mass M
" t mass mo

A particle's path may be defined by plotting its values of WL. and W1 . s in Figure 1.

.4

o 4
0(

PARTICLE DIFFUSION

o PATH• . 4o a?

,baco

E CONE

... '["iFig. 1. Lous of a trapped particle by a random walk into the pitch-
ancle Ibas cone. (Ref. 41:306)

Note that Una of constat equtorial pitc h angle pm through the origin, because
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Any force which violates either M or , the fit orsecond adiabatic i,.aiant, will
../ prdue "dift ion" of the particle's pitch angle s shown in Figure I as Wit, md W4ie

change with time. When a particle's equatorial itch angle diffuses to the val e of the los
cone angle,

(5) z Cosa, -0

where Bles is the value at 100 km altitude, then it is lost by atmospheric scattering. "The
loss cone serves as a 'sink' for particles' undergoing pitch angle diffusion (Ref. 41:307).

Roberts makes two very important points about pitch-angle diffusion as a oss-mechan-

im:

(1) with no source, the entire radiation-belt would be depleted of particler,

(2) the loss cone approximation is just that, since the atmosphere is not sh:%rply defined
at 100 km. However, if dmespewic pitch-angle scattering is not the primary focus,
the los come approximation may be useful. "Naturally, when the loss-.:one concept
is used, detailed agreement between theory and experiment cannot be expected in
the region near the edge of the loss cone" (Ref. 41:308).

Both Roberts (Ref. 41) and Shuls and Lanserotti (Ref. 45) develop the pitch angle

diffusion equation from the Fokker-Planck equation using a particle distribution function,

7.

The Fokker-Planck equation is a formalism which arose from the study of Brownian
'*..' motion, and which is used frequently in transport theory (Ref. 42:308). The characteristic

Fokker-Planck equation for trapped particles (which ignores radial diffusion) i:;

L7 I- , (-").,7l + .,, +. 2 -T()D + LD
at 'YPO [as d J z T(V) OzV a * Y, 91~ OEij

where the first term, subscripted v, represents non-stochastic (mean) ener" loss to the
atmosphere, the second term represents pitch-angle diffusion, and the third ter x represents
range-straggling (energy diffusion). The term T (V) is defined below, and the D/ff and D..
terms are the characteristic diffusion coefficients; y is relativistic mass ratio (R( r. 45:55-58).

Roberts uses a distribution of particles in a 'tube' of force about a fhtld line, and
Shuls and Lanserotti use a phe-eape. dealt di.trbution function which :. essentially
equivalent to Roberts'. Since this study follows the methods of Shuls (Ref. 4?) and Shuls
and Lanserotti, a discussion of phase space is necessary (Ref. 45:15-22).

Any moving particle can be described by specifying its three position coo-dinates and
its three canonical momentum components. This completes a six-dimension "ihase-spaCe
in which a particle can travel in time.

If there exist. a system of a large number of particles in phase-space, th,. system can
be described by a six-dimensional distribution function i(A, fi, t) where

(i - 1,2,3) are canonical momentum components,

. (i = 1,2,3) are position coordinates, and is time.

oq
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Thus, f d3Ad6V is the number of particles instantaneously occupying S-D volume
d$Ad34. According to Liouville's theorem, the phase-apace volume containing the system
of particles moves incompressibly through phase-space.

Since A is an awkward quantity to deal with physically, Shulz and Lanzeretti note that
P transforms to the more familiar 0 as

(SI+

where A[ is the electromagnetic vector potential.

Hence, j(A, 4, t) = f(p, F, t) since 4 = F and the P to i transformation has a unit
Jacobian. The position-momentum distribution function f(p, F, t) defines the particles oc-
cupying the S-D volume dOO? at any given t. The pitch angle diffusion equatin is given in
terms of a phase-space distribution function which is numerically equal to the more easily-
definable position-momentum distribution function (Ref. 45:15-22). At constant energy and

*' L,-shell, and under the action of some source 3, the diffusion equation in phase- ;pace can be
written ' . a T,]+

Ot r T(V) Oz ax

where T(y) is the quarter-bounce integral path length function of v = Vi--- where
z = coas . The quarter bounce integral gives the length of the trajectory of a particle (in
units of Re, the distance to the equatorial crossing) from the equator to the mirror point.

APA The exact delnition of T is T O do
' I "'d

wheres is the distance along the field line and a is the local pitch angle (Ref. 10:4029-4030).

D. is the bounce-averaged diffusion coefficient as a function of z (Ref. 41 and Ref.
45). The boundary conditions are that 7 = 0 at z = z, (some cutoff value) and J(z - 0) is
finite.

Shut% and Lanserotti (Ref. 45:162) rewrite the above as

()°7 _ 1-[
at z z1 D.L Es V 2 TWv ax

and further approximate that the second term is negligible for z C 1 since r2 + 2 1.
If T() o T(I), the second term disappears and the equation is a diffusion equation in
cylindrical coordinates. (These approximations are not used in this work. This ievelopmeut
is used to aid in understanding the exact solutions which follow from Shuls ,'Ref. 47)). If
D.. and 3 are then independent of z, and if 7(s, t) - X(z) T(t), the eigenfur ctions of (8)
are Bessel functions of order zero. The general solution to (8) would then be

(9) 7(,) - 1.(z) + .Mw Ao 2
wshvee7 is the steady-state solution "k il1

• s) .- )-U ', L
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The . are the zeroes of J, (n =1,2,...) and the i,.(t) vary as e-('Iw, where r =
z2./(D2 x2). Thus, the pitch angle distribution (and hence the directional or omnidirectional
flux) is shown to be the sum of a steady state and higher order eigenmodes (Ref. 45:160-18).

The steady state can be thought of as the 'normal" or 'quiet-time' value of flux which
exists in equilibrium with the source 3. An 'injection' of particles would then result in a
perturbed distribution function with several eigenmodes, each with a charactc ristic decay-
time r.. The higher order modes decay faster, and eventually only the fundamental mode
would remain, which would decay exponentially to reach the steady state (after 'infinite'
time) (Rer. 41 and 45). There is ample evidence that such a process does hadeed occur.
Roberts (Ref. 41) cites Explorer XV data for the 28 October 1962 Russian explosion as an
example. Rosen and Sanders (Ref. 43) also note that decay is faster immediately after solar
magnetic storm activity than during quieter periods. The similarities in Figures 2 and 3
illustrate the way in which a decay of higher eigenmodes (Figure 2) can approximate the
temporal evaluation of an actual electron distribution (Figure 3).

The primary difficulties with the above discussion arise from the approximations that:
(1) T(V) = T(1) = constant
(2) Z" ( I (or V a 1)
(3) Ds varies little (or not at all) with z.

Roberts (Ref. 41:311) uses the argument that the full spiral path (and hene. T(V)) varies
only by a factor of 1.4 as a varies from 0 to 0.g and by 1.9 as z varies from 41 to 1. Shuls
and Lanserotti (Ref. 45:163) use the simplifying assumptions that T(V) - T(l) and D.. is
independent of z. Both use the mumption that x2 < 1.

The present study reqWres that z be allowed to vary from 0 to z, (up to near 1) in
order to adequately examine the AFWL trapped electron data base (Ref. 37). In addition,
if z is not small, the approximation that T(V) M T(1) is a poor one, since I is not close to

The function T(y) can be shown, within 0.57% to be approximated as (Rc f. 10:4030)

','' (I ) T (V) Pi T ( ) - [T (0) - T ( )IV3 4

where T(0) = I' [(In(2 + 3))/(2,3)] % 1.3802 and T(1) = (/--)-- rv 0.7405 (Ref.

45:19).

Obviously, if x approaches 1, y approaches 0 and the T(V) T(1) aproximation
becomes invalid.

The three limiting approximations are removed in the treatment of Shuls (Ref. 47) by
introduction of a now 'canonical" variable z such that:

(12) m Z~) = f ' T(y') dz' V' ~ T(y') dt/

and a corresponding diffusion coefficient

(13) D,, = [:T(V)I D,.

it
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Using (11) in (12) and performing the integration:

"*.4

I e " .I

-4'() I T(O)- 1)Iv"-1ld,'~
1W f ''[T(o) - [T(O) -7(,,I""j],

[ - T(O) - T()l""dv'

(14) 10(1 - v) 4(T(O) - T(1)[1 - 11/41
2 i1

where Z(0) - 16/35 and Z(1) - 0 (Ref. 46:5213).

Using (7), (12) and (13), the diffusion equation becnmes:

-t I +

Shals (Ref. 47:6) states that (15) is a "canonical" diffusion equation in that there is no
Jacobian factor which fails to commute with D,. as was the case in (7).

The assumptions which now must be made are:

(1) D., is some 'suitably simple function of z" (Ref. 47:6) so that ezset ei genfunctions
.9 g.(z) may be specified,

(2) .9, the distributed natural environment source, is independent of z.

Assumption (1) is the limiting assumption, since if the function of z is very -omplex, the
diffusion equation becomes extremely difficult to solve. Assumption (2) is both simple and
reasonable, however. The source of the natural environment must be close tc constant in

* . order to be the 'driver' of quiet-time equilibrium. It must also be distributed "airly closely
to the steady-state quiet time distribution for the same reason.

Shuls (Ref. 47:7) states that even if Ds, is not of a functional form to yield exact
eigenfunctions, there may be a D,. which resembles D, 'closely enough" awid for which
exact eigenfunctions j.(z) (resembling g.(z)) are known.

The following derivatior of the exact eigenfunctions and the correspondin T omnidirec-
:- tional differential-energy flux arises directly from Shuls (Ref. 47).

The first assumption by Shuls is that

(6) = ) ( D) .

where u is some number, not necessarily an integer, less than 2, and where D.. in the value
of D, at some : < 16/35 where f vanishes. Roherts (160) also uses this asmmption.

* This form of D,, allows a basis set of orthogonal eigenfunctions to be sl own for the
interval of interest: 0 < z < z,. Following the notation above, we seek st me D,, and

13
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eigenfunctions gn(z) which Oclosely resemble' the true functions and which saisfy

.:.(1) D.+ .()=0

for

with the substitution
,-." .,,1..)= z,,,, Cz)

where
=--- 1 -

2

and

then (17) becomes Bessel's equation. The exact eigenfunctios of (17) are giver. by

(IS) = &..) X .)/ Ar

where x. are the nth zeroes or the Bessel function J. of the order v, where

:'. =2-uY

The p, given by (18) are normalized so that

*- (181 j g,, g-.. d-, .

The eigenvalues of (18) are given by

C n ( )2 Dz,..
[-(lg) =,,_ ,. j2 D,

Shult and Boucher (Ref. 48:6) state that, since particles are not lost at z = 0 (but
rather at z m= z.), the diffusion current must go to zero at z = 0. A diffusion current at
x - 0 would imply diffusion or pitch angles (and hence mirror points) inte the equator,
which is not reasonable. The condition or no dilfusion current at z = 0 co'responds to
""mlim...e D a ,.(') = 0.

Shulz and Boucher (Ref. 48) use the series expansion of J. from Abramowic ; and Stegun
(Ref. 1) to show the limit as z approaches zero. This author shows the limit directly for the

.-N special case eigenrunction (J-1/2) which is used in this report. The derivatio, is shown in
Appendix A.

t4
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* In order to arrive at the diffe vetiai-energy onnidirectional Aux, Shuls (Ref. 47) assumes
thatf(z, t)-at7(z) as t--oo; that is, the solution distribution function has some steady-state
value. This also assumes that 9 is constant in time, but not in z or z. The 1. distribution

. is necessary in order to expand 7 as a series of eigenfunctions in the flux equation. To arrive
at an expression for 7.. we start by setting 07/t to zero in (15) and integ!'ating twice,
which gives:

(20) f(.- I 9.?) J z" V.

Expanding . as a series of orthogonal eigenfunctions gives:

CDn-0(20a) 9(z') == a . 1.(Z')

and using orthogonality (18a) with (20a) gives:

(2Ob) a. = j (') 0.(-") di".

Substituting (20m) into (20) gives

(20c) (Z) = f. Defo a, 1,(z")d? V.

Rearranging the order of summation and integration in (20c) gives:

(20d) 7.(Z) = J,(') d? d.-'.

Now integrating (17a) twice gives:

or since , is a constant,

(20e) IJ(Z)f' l"('~z~.:Be"e J.(2") W" dz.

Substitution of (20e) into (20d) gives:

.,-":L (20f) 7.(z) = -

Substitution of (20b) into (20n) gives:

(21) = !! f(z ) i

where S(z') is positive (hence a source).

Shuls and Lanzerotti (Ref. 45:39-40) point out that the directional flUK Y(E;V) -
* ~ ~ P Am ( 1 pjL; F) where f is the saRte distribt~ton function as in this paper. Sh i (Rer. 47)



iT points out that Imust be integrated over all angles in the unit sphere in p-spr' ce to obtain

the emiire, tional flux J:

J(22) - 47p2  j d(cos a).

Since
sin2a sin2ao

B BO

and
, .~V ="-- sin2a(-B)

it tollows that

and that
,-oe -(B/B) d(V2)(cos,,) 2 - --n/o)

Now since
Cos 2 a =1-A( Z2)= 1-

it cosa = cosa., V:- = v 2; if cosa = 0, v2 = Bo/B and (22) becomes

J - 4'p2f ' -(B/Bo)ld(v)

0s Vr'f / )

which, upon combining terms and reversing the limits (-):

(23) J = 2 ,.(B" ( B,/ D- o(l) 7 d(e2)

Y,. 2 I -2 (B/ BO)

Integrating (23) by parts
.a.

fu d u = uv -Jvydu where u=

-- ,= (B/Bo) d(V2 )
::.:. /t ylf(iao)'

-:2

gives:

'.fol) (B ) /) 2

i~v(~~i2 1 ~( f

and since

•(.2) - 7(y2 )

f~in



will give (since the definite integral evaluates to zero, because 7is 0 at V, by defintion):

(24)=+ 2 pf 8 8 2 -V()f Zd

B Oz 0(y2 )

But, from (12), dz =-y T(y) dy. So

dz __-y T(y) dy __-v T (V) dg_ .-T(y)
d(,r') d(V2) 2ydy2

Hence, (24) ultimately becomes:

(25) J = 12pf *" IV2( ~y) ZdV)

Shuts then expands 7as a weighted series of eigenrunctions:

(26) 7=74)+ A.(E, L; t) ()

This allows i he flux J in (25) to be written:

(27)
J 219Ff 1- r.(z) T(V) dy;) 1V ()TvV()~2~

BOB

The following two expressions are derived in Appendix B.

(28)

Mz) 2z. )k S) \ze)

The actual form of the flux equation awaits the choice of a, which als, determines
the dependence of D. on z. Shulz uses a - 0 for purposes of comparisc a of several
computational methoda. This choice is also attractive because it makes D.. independent
of z (see 17(b)) which was a major assumption to begin with:

(30) =s z,

This choice is made in the presenit study for the above reasons and also for the sake of
simplicity in computations.

* 17



With -, 0, the Bessel unctios within cigenfunctions become order -1/1, which can
be simply written as:

(31) .L1 12 (R)= ;r cos(R),

',°R

(32) F2 _ cos (R)
_1/2(R )  _- sin(R) ,

V R xR2V6i/7(;rR)

and the zeroes it. occur at (2n + 1)(r/2).

This simplifies (32), since the second term will always be zero if J ) is evaluated

at x. = (2n + l)(r/2).

Equation (32) becomes

2

J-1/2(r-n-- n l)/2 sin ((2n +1)r

.. '(. ) v't( ")-- .2 + 1)1-r/2)2

The integral with respect to z within (28) would thus be evaluated ar:

"" .q2,,+l)(/2J..,/.o
coo (2nc + 1) d'

* .. i -- So" +)(/2 ; sin((2n + 1) ,/) 2z )d

f 2/7Z, cosi((2n + I)(jr/2ze) z')d'
" -sin ((2n + 1)(x/2))

-.- -_ sin ((2n + 1)(,/2)(z/zc))
((2n + 1)(x/2z ))(-I)n+l

(34) -- 1. sin((2n + 1)(w/2))
"" 1(2 n + 1)(,1/2 z))(- I)"+ t"

The S,, in (28) would be evaluated as (rrom (19)):

" .( , 5 1 , (2 n + 1 , 2 _L ) 2 D ..
.C

The flux equation (27), using (31), (33), (34), and (35), will then simplify to the following
for U = 0:

. ..,..,...... .2



(36) J r 1 (B/IRI) 3 fY . i ((2n+ 1) (r/2))

-0n +) )(r/2z, )2 D 5

(220

2,z Tcos ((2nt +2)~/)(/e)

cos((2n + 1)(/Zc) 1i,))

(2n + !!L)(712 _ ~ _ y2(Wl T(y) d(y2)l

-0 ~A(E. L; t)Jfy 2,
Ln-U/(2fr(fn -I )(w/2)) (1I)n+'

Z )1z / 2 2__ z,~(n t~~"[2zcn+ 1) Cos (n +)(/1.zz ) ' r 2z

+~z. ) 3r(2n + 1)(r/2)(z:,)

cos ((2n + l)(r/2)(z/z.))

x((2n + I)(t/2)(z/Z))2 v'/((2n + )(Z/z0))

Equation (36) reduces to the following upon simplifleation and cancellation of kerms:

(37) 2(Be~/B8) *0 (2/z,)sin ((2n + I)(x~/2)(z/ze)) . _

J=2s9([f, - , (2n + 1)(s/z)(I * !( ) dv]

rI -A (FjfL;

t) f -s~~in 2ll (n+1



(I The first term in Equation (37) represents a steady state value of the flux, az d the second

term represents a sum of eigenmodes. Each A., (Ref. 45:102) has the form am(l)e- ei(?-E).
As n increases, the r.'s become shorter; i.e., the higher eignmodes decay fmiter, so that
eventually only the fundamental mode is left, which decays exponentially. At t = 00, the
fundamental mode has reached zero, and only the flux remaining is the steady state flux,
which corresponds to the natural environment background.

The remaining substitutions in (37) are :, z, T(y), and ye:

L ( -(3/L)

(38) z = ( I= , 2)T(O) 4IT(0)- T(1)1(1 .Y (11/4)

(as shown in Equation (14)) T(y) is given by Equation (1I).

The variable of integration in (37) is taken as V rather than 2 for !zimplicity of
integration.

ie preceeding derivation has explicitly followed Shuls (1981). However, Shulz did
not sm ow how the differential-energy flux related to the integral-energy flu . Shuls and
Lanserotti (Ref. 45:163) state that the integral flux 'will then scale as' the diff'rential flux,
without derivation. Since the AFWL trapped electron data base (Ref. 37) exists primarily as

X1. % omnidirectional fluxes integrated over broad energy bandpass, the relation must be. derived.

It will be shown in the following and Janserotti (Ref. 45) are indeed ..orrect: The
differential-energy flux equation (37) will scale as the integral flux, and the energ3 dependence
will be imbedded in the constants for the source and the eigenmodes.

From Roederer (Ref. 39:86), the integral energy omnidirectional flux can lie written:

'"(39) J /=fd
"- J> --- J dE

where J is the differential-energy flux, as in the previous equations, and J>S ir the integral
energy flux above threshold energy E.

A principal assumption will be that energy and pitch angle are both independent
variables of the flux. Thus, (26) would really look like

fln
:;!i 139a) R'z, E)= 7,,() 7. ,(z.) A ,q.(C,, L; t) (

and hence in (25) O/0z would look like

(3gb) ---- 7.,(E) Y]",(Z) + A.,(E,; ',; t)

Using (27), (39.t) and (30b), Equation (39) becomes, at a given L-shell:

* .
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(40) C Z

4g= 2f p27,,(E) dEf 7',.,(z) dx - Zwr p2 dE A,(V) f Z z)
,rf, -- (,

where J7.(z) and 9'.(z) represent all of the angular-dependent runctions of z, ,, or z shown
in (25) through (27).

Using the previously stated assumption (Ref. 45:162-1603) that A.L(E) are of the form
a.(E)e- '/I('r)0, 40) becomes:

J> p = -2wf p 2 7 ,(E) dEL:' 7.,,(z) dz

(41) - 2w f p2G,(E)eh/v()) dE P.(z) dz

at a given L-shell.

To "remove* the energy dependence or the decay-time terms, the expwetation value
of e- '1 1'- ) is computed, assuming that the second term in (41) represents a listribution-
function of the energies.

f; P24a4(EK)t dE
(42) fp2a.(E) dE

Then (41) can be written, using (42):

J.- = 2,w.f p27 1 (E) dE]f I.(z)d

(43) -2W 4 [ 2 jP2 (E) dF, (e-' '), f '.(z) dz.

Now since it is assumed that the energy and angular shape functions are separable,
the 7.,,(E) must include only those parts of (28) which have energy dependence. The only
terms in (28) which could have any energy dependence are 9 and .

Shuls (Ref. 47:23) notes that, while 7.,(z) resembles go(z) in functional rorm, 7,.(z)
will coincide exactly with go(z) only if 9 is directly proportional to go(z). Fcr simplicity,
the assumption is made in this study that .9 is constant over the interval 0 < z < z.. In
physical terms, this really corresponds to a steady-state isotropic source. It is known that
the natural environment is not isotropic over either space or Lime, but the viriations are
generally small compared to the variations from an injection by a nuclear eveit.

Now if S and i. are the only terms in (28) which may have energy depe idence, then
fe (9) in (43) would correspond to

* and since the only portion of the n which may have any energy dependence I'rom (10)) is
DS, then . ,(I,) should be proportional to

4 21
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where D,,(E) may be a constant in E. There may, of course, be some other functional
energy-dependence included in 7,,,(E) which is yet-undetermined.

Equation (43) is generally of the same functional form as equation (37) if the terms in
square brackets in (43) correspond to the combined constant terms in (37) as d&monstrated
above and as shown in Appendix D. Equation (43) also bears out Shuls and Lanz,rotti's (Ref.
45:163) prediction that the integral flux scales with the differential flux; i.e., the 'pitch-angle
shape' dependence is invariant for differential- or integral-energy fluxes.

Since it is impractical to evaluate an infinite number of terms in (37), only the terms
up to n = 3 will be shown. Shuls and Lanzerotti (Ref. 45:163) state that the I igher modes
vanish for n > 2. This in fact means that the higher modes decay so rapidly that modes
higher that n = 3 should not be seen except at very early times. The final rorm of Equation(43), taken to n = 3, is shown in Appendix C. This is the form of th. flux eqi:.tion used in

". the data analysis, except that fewer terms were used than are shown in Apperdix C.

The general solution for the differential-energy flux (which, from (43), is dir.,ctly propor-
tional to the integral-energy flux), using Bessel rmnctions of arbitrary orde.r and with ff-
dependence explicitly shown, is given in Appendix D.

r.
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TV. ANALYSIS OF DATA
The AFWL Trapped Electron Data Base consists of a set of computer tapes of satellite

counting data which have been assembled from historical archives (such as I he National
Space Sciences Data Center, NSSDC) (Ref. 37). The data rover injections of elctrons frompnine high-altitude nuclear detonations shown in Table I (Ret. 6:6-2).

The Data Base ha been organised by Pfitzer into a coherent set of tapes which
present, by satellite, net electron omnidirectional integral-enerKy (above threshold) fluxes as
a function of time, 8, and ,.shell. The computed error% for each data point, in units of fluix,
are alo given. The background which was subtracted to give net flux is als(, given (Ref.

.* 37:11, 188-189).

S-•Additional data have been collected by AFWL from plots published in eay literaturp.
These plots have been photographically enlarged, and the data points digiti l and placed
in computer files with formats similar to the Pfitzer data (Ref. 12:670--671, iRet. 31:646--40,,
Ref. 38:637-638).

The satellites which provided the data, and their orbital parameters, are sh.)wn in Table
! (Ref. 44:41-46).

- The analysis of the data base required development of three computer ;)rograms by
pe rsonal at AFWL, in coordination with this author:

(1) OProgpam DTABASE* to read raw data, organize it for processing, and output it
*into uniformly formatted files (Ref. 15).

(2) A program to plot the raw data and to plot flux curves generated by the fitting
program.

(3) 'Program Electrofit', a fitting program to take data points from DTBASE at a
given L-shell and energy and to fit them with the theoretical model teveloped in
this study. It also generates flux curves using the fitted functions at predetermined
times to compare with the raw data (Ref. 34).

The first two programs were written with limited input from the author. T'ie third was
written under close and extensive coordination with this author, an discussed in this chapter.

* 23



The DTABASE program, written by Min Cherise Jarrett of Computer Sciences
Corporation, reads the raw data files, in various formats created by Pitter (R,,. 37), satel-
lite by satellite, and stores them in a three-dimensional array. The points are then ordered
(within each energy group) by increasing time since burst. To generate a file of points at a
specified L-value, each data point L-value is compared to the desired L and is recorded in
the output fle If a match occurs. Additional points are 'created" by linear intorpolation of
two successive data points if they fall on both sides of the desired L and if the data points
differ in time by no more than a specified value. The interpolation is perforred in L, I,
time, flux, and error. The output file can be restricted to a specified time *window* and to
a specified range of B values, if desired; however, the data were analyzed over the frll range
of B and over all times which existed in the Data Base. The program has L e additional
capability to *B-average" data points at the same L if their individual B values are within
a tuer specified limit of each other and they are within the required time difference. This
procedure has the effect of eliminating "double' points, and was used for the majority of
this study with a limit of one percent. Another capability of the program is to interpolate
to a specified B-value in a manner analogous to the L-interpolation describedl above; this
capability was unused in this study (Ref. 15:1-2).

24
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q TABLE 11

Satellites and Their Orbital Parameters

Name Launch Failure Decay Period Perigee Apo-ee Inel.

Date Date Date (min.) (ml.) (mi.) (deg.)

Alouette 1 g-28-62 uak. - 105.4 620 631 80.5

Alpha
Upsilon I q-1-62 - 10-26-64 94.4 189 411 82.8

Explorer 15 10-27-62 2-0-6 - 312.0 194 107.30 18.0

l-2un 1 62-61 3-6-63 - 103.8 534 631 67.0

Tram 11-15-61 7-62 - 105.6 562 720 32.4

Telstar 7-10-62 2-21-63 - 157.8 593 35(13 44.8

Explorer 4 7-26-58 10-6-58 10-2359 110.1 163 1372 50.1
(Ref. 44:41-45)

S.2
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-In erder to determine the optimum time difference to use for interpolation across the

dsired-,value, the DTABASE program wans modified under direction of this author. The
program now presents a summary table of the raw data points for each satellite, showing the
frequency of occuranee of time differences between successive data points from 0.1 minute
to 6.0 minutes, by tenths of a minutes. The cumulative percentage of points with a specified
time difference or less is also shown. These summaries are presented for th. bursts and
satellites examined as Tables III through XlU (Ref. 15:67-70). Perusal of these t:ibles showed
that the optimum time difference for interpolation was 2.2 minutes, primarily to include the
maximum number of points in the Starfish Telstar file. This time difference waus used for all
data examined in this study.

A final capability of DTABASE is to add data points to a specified L-value file by
rounding points in L to the desired value. This procedure assumes that poins which are
closer to the desired L than some specified limit may be considered to occur at the desired
L. Within the errors in satellite measurements, this procedure is reasonable, and in fact
appears (by data comparison) to have been used by Roberts (Ref. 41:310), although he does
not so explicitly state. This capability exists in the program, but was not used :n this study
(Ref. 15).

The plotting program was developed by Mr. John Burgio of AFWL to generate all the
plot@ of raw data and fitted curves shown in this report. The program plots raw data points
beginning at a specified start time since burst (in days) and covering the time period in a
specified time *window" (shown in Figure headings as *TW"). The L-value, equatorial B-
value, and B-cutoff values ae also shown. I the B-range of points is restricted, the minimum
and maximim values of B are shown. The equatorial B value is computed from L by the

494 relation

AO The B-cutoff value was initially computed by using the dipole formula (Ref. 39i:55)

"= 1( B...

Roweer, it was later determined that this approximation might be less than optimum; so
a table of L-values versus B.3 , was used and was linearly interpolated across the tabulated
L.values to fnd the B., value. This table (Table XIV) was prepared by AFNVL from the
48-term Jensen-Cain model of the magnetosphere (Ref. 16). It was found that use of Table
XIV produced B.., (or ji.., or z..,) values more indicative of the global cutoff values. This
table was used thereafter in both the plotting program and the fitting program (discussed
below). This procedure is reasonable in view of the use or the same Jensen-Cain model to
produce the B-L coordinates for the Pfitter Data Base (Ref. 37).

The plotting program plots flux as a function of z = /l - (oH/B). It also has the

capability to plot flux data points versus time over all values of L and B, or flux versus
energy at specified B or L. Next to the satellite name on each plot which has fitted curves

*. is a number in square brackets which corresponds to the serial number of the run of the
fitting program which prodeuced the curves.

This author's input to the plotting program was limited to supplyivog header information
* and specifying layout and format.

The third program used in data analysis is 'Program Rlectrofit," written by Mr. Marry
Murphy of AFWL with the close coordination of this author (Ref. 34). Electroit is a least.
squares fitting program which uses the functions developed by this author (Appendix C)

27



to it data pointswhich awe output from DTABASE in order to compute the characte'ristic
decay time (r.) and linear amplitude constants (a.). These decay times and constants are
determined at the specific energy and L5-value which are input with the data.

47
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Table mI

COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHANNJELS OF SATELLITE(S): TELSTAR
FOR BURST: STARFISH

TIME DIN NO. DELTA TIMES CUMULATIVE
(MIN) IN DIN PERCENTAGE

0.0 0.1 607 1. 4
0.1 0.2 3 1. 4
0.2 0.3 7 1. 5
0.3 0.4 33 1.5
0.4 0.5 0 1.5
0.5 0.6 22 1.6
0.6 0.7 9 1.6
0.7 0.9 58 1.7
0.5 0.9 2 1. 7
0,9 1.0 219 2.3
1.0 1. 1 29 2.3
1.1 1.2 4 2.3
1.2 1.3 56 2.5
1.3 1.4 12 2.5
1.4 1.5 15 2.5
1.5 1.6 0 25
1.6 1.7 35 26
1.7 1.9 it 26
198 1.9 19 27
1.9 2.0 33421 91.4
2.0 2.1 179 91.9
2.1 2.2 26 81.9
2.2 2.3 8 91.9
2.3 2.4 5 91.9
2.4 2.5 1 81.9
2.5 2.6 5 81.9
2.6 2.7 0 81.9
2.7 2.8 2 91.9
2.9 2.9 91.9
2.9 3.0 50 820
3.0 3.1 6 921
3.1 3.2 0 921
3.2 3.3 3 932.1
3.3 3.4 1 92.1
3.4 3.5 1 921
3.5 3.6 0 92. 1
3.6 3.7 2 921
3.7 3.8 1 92.1
3.9 3.9 5 92.1
3.9 4.0 1451 95 5
4.0 4. 1 5 95. 5
4.1 4.2 3 955
4.2 4.3 0 85 5
4.3 4.4 0 955
4.4 4.5 0 95.5
4.5 4.6 2 85 5
4 6 4.7 6 95 5
4.7 498 2 855

*498 4 9 2 855
4.9 5.0 23 956

5.0O<m 6115 100 0

"2qai
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COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHANNIELS OF SATELLITE(S). EXPLORER4
FOR BURST: ARGUS 1 .2 .3PTIME DIN No. DELTA TIMES CUMULATIVE

(MIN) IN DIN PERCENTAGE
0.0 0.1 442 637
01 02 133 929
0.2 0.3 46 9.95
0.3 0.4 10 90 9
0.4 0.5 8 92.1
0.5 0.6 0 92 1
0.6 0.7 1 922
0.7 0.9 1 924
098 0.9 0 92 4
0.9 1.0 0 924
1.0 1. 1 0 924.
o1 1.2 0 92.4
1.2 1.3 0 924.4
1.3 1.4 0 924
1.4 1.5 0 92.4
1.5 1.6 0 92.4
1.6 1.7 0 92.4
1.7 1.3 0 92.4
1.9 1.9 0 92.4
1.9 2.0 0 92.4
2.0 2.1 0 92.4
2.1 2.2 0 92.4
2 2 2.3 0 92.4
2.3 2.4 1 925
2.4 2.5 0 925
2.5 2.6 0 92.5
2.6 2.7 0 92.5
2.7 2.8 1 92,7
29. 2.9 1 92.9
2.9 3.0 0 92.8
3.0 3.1 1 92.9
3. 1 3.2 1 93.1
3.2 3.3 0 93.1
3.3 3.4 0 93.1
3.4 35. 0 93 1
3.5 3.6 0 93. 1
3.6 3.7 0 93.1
3.7 3.8 0 931
3.8 3.9 0 93.1
3.9 4.0 0 93.1
4.0 4.1 0 93.1
4.1 4.2 0 93.1
4.2 4.3 0 93.1
4.3 4.4 0 93.1
4.4 4.5 0 93 1
4.5 46 0 93.1
4.6 4.7 0 93.1
4.7 4.9 0 93.1
4.9 4.9 0 93.1
4.9 5.0 0 93.1

5.- O< 49 1000.

" '.4.6 .7. .3



Table'V

COUJNTS OF TIM'E DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHANNIELS OF SATELLITE(S): ALLOUETTE1
FOR BURST. RUSSIAN I

TIME DIN NO. DELTA TIMES CUM.ULATIV
(MIN) IN DIN PERCENTAGE

0.0 0.1 0 0.0
0.1 0.2 3413 727
0.2 0.3 0 727
0.3 0.4 572 8489
0.4 0.5 1S0 88.7
0.5 0.6 15 9.0
0.6 0.7 105 91.2
0.7 0.9 0 91.2
0.9 0.9 46 92.2
0.9 1.0 46 932
1.0 1.1 1 932
1.1 1.2 5 933
1.2 1.3 0 933
1.3 1.4 15 936
1.4 1.5 4 937
1.5 1.6 3 9398
1.6 1.7 5 939
1.7 1.9 0 939
1.9 1.9 12 94.1
1.9 2.0 1 94.2
2.0 2.1 1 942
2.1 2.2 2 942
2.2 2.3 0 942
2.3 2.4 2 94.3
2.4 2.5 1 94.3
2.5 2.6 0 943
2.6 2.7 3 944
2.7 2.8 0 94.4
2.8 2.9 0 94.4
2.9 3.0 0 94.4
3.0 3.1 1 94.4
3.1 3.2 0 94 4
3.2 3.3 0 94.4
3.3 3.4 3 94.4
3.4 3.5 0 94.4
3.5 3.6 0 944
3.6 3.7 0 94.4
3.7 398 0 94 4
398 3.9 1 945
3.9 4.0 1 945
4.0 4.1 0 94 5
4.1 4.2 3 94 5
4.2 4.3 0 94 5
4.3 4.4 1 94 6
4.4 4.5 0 946
4.5 4.6 0 94 6
4.6 4.7 0 94 6
4.7 4.9 0 946&44.9 4.9 0 946
4.9 5.0 0 94 6

5. 0<- 255 100 0
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Table V1

COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHANNELS OF SATELLITE(S): EXPLORER15
FOR BURST. RUSSIAN 1

TIME BIN NO. DELTA TIMES CUMULATIVE
(MIN) IN BIN PERCENTAGE

0.0 0.1 0 0.0
0.1 02 0 0.0
0.2 0.3 0 0.0
0.3 0.4 2 1.7
0.4 0.5 12 12 0
0.5 0.6 0 12 0
0.6 0.7 5 16 2
0.7 0.8 6 21.4
0.8 09 1 22.2
0.9 1.0 0 22 2
1.0 1.1 13 33.3
1.1 1.2 a 40.2
1.2 1.3 0 40.2
1.3 1.4 1 41.0
1.4 1.5 0 41.0
1.5 1.6 0 41.0
1.6 1.7 i1 50.4
1.7 1.8 3 53.0
1.9 1.9 0 53.0
1.9 2.0 0 53.0
2.0 2. 1 0 53.0
2.1 2.2 3 55.6

22 2.3 4 59.0
2.3 2.4 0 59.0
2.4 2.5 0 59.0
2.5 2.6 0 59.0
2.6 2.7 0 59.0
2.7 2.8 0 590
2.8 2.9 1 598
2.9 3.0 0 59.8
3.0 31 2 61.5
3.1 3 2 0 61.5
3.2 3.3 0 61.5
3.3 3.4 3 64. 1
3.4 3.5 7 70, 1
3.5 3.6 0 70 1
3 6 3.7 3 72 6
3.7 38 0 72 6
3,9 39 0 72 6

3.9 4 0 1 73 5
4.0 4 1 0 73 5
4.1 4.2 0 735
4.2 4.3 0 735
4.3 44 0 735
4.4 4.5 0 73,5

4.6 4.7 0 744
4.7 4.9 0 74 4
48 4.9 0 74 4

4.9 5.0 0 74 4
.o<= 30 100 0



Table VTl

COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHANNELS OF SATELLITE(S): TELSTAR
FOR BURST: RUSSIAN 1

TIME BIN NO. DELTA TIMES CUMULATIVE
(MIN) IN BIN PERCENTAGE

0.0 01 0 0.0
0.1 02 0 0.0
0.2 0.3 0 0.0
0.3 0.4 0 0.0
0.4 0.5 1 0.0
0 5 06 0 0,0
0.6 0.7 0 0.0
0 7 0.8 0 0.0
0.8 0.9 0 0.0
0.9 1.0 7 0.2
1.0 1.1 1 0.2
1.1 1.2 0 0.2
1.2 1.3 0 0.2
1.3 1.4 0 0.2
1.4 1.5 0 0.2
1.5 1.6 0 0.2
1.6 1.7 0 0.2
1.7 1.9 1 0.2
1.B 1.9 2 0.3
1.9 2.0 3637 86.6
2.0 2.1 3 86.6
21 2.2 3 86 7
2.2 2.3 0 86. 7
2.3 2 4 0 86.7
2.4 2.5 0 86.7
2.5 2.6 0 86.7
2.6 2.7 0 86.7
2.7 2.9 0 86.7
2.9 2.9 0 86.7
2.9. 3.0 6 86.9
3.0 3.1 0 89.8
3.1 3.2 0 86.8
3.2 3.3 0 86.9
3.3 3.4 0 868
3.4 3.5 0 96 9
3.5 3.6 0 169
3.6 3.7 0 86 9
3.7 3.8 0 S69
3.8 39 1 869
3.9 4.0 134 90 0
4.0 41 0 900
4.1 4.2 0 90.0
4.2 4.3 0 90.0
4.3 4.4 2 90. 1
4.4 4.5 0 90,1
4.5 4.6 0 901
4.6 4.7 0 90 1
4.7 4.8 0 90. 1
4.8 4.9 0 90.1
4.9 5.0 5 90 2

5. 0<- 413 100. 0
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Table VII

COUNTS OF TIMIE DIFFERENCES BETWEEN NONZERO RAW' DATA POINTS
FOR ALL CHANNJELS OF SATELLITE(S): AL.LOUETTE1
FOR BURST: RUSSIAN 2

TIME DIN NO. DELTA TIMES CUMIULATIVE
(MIN) IN BIN PERCENTAGE

0.0 01 45 1. 1
0.1 0.2 3107 79.9

0.3 0.4 409 8
0.2 0.3 01 9.

0.7 0.9 0 9298
0.8 0.9 29 938
0.9 1.0 25 942
1.0 1. 1 3 943
1. 1 1.2 13 946
1.2 1.3 0 94 6
1.3 1.4 7 94.9
1.4 1.5 1 94.9
1.5 1.6 0 94.9
1.6 1.7 6 94.9
1.7 1.9 0 94.9
1.9 1.9 4 950
1.9 2.0 1 95. 1
2.0 2.1 0 95,1
2.1 2.2 4 95.2
2.2 2.3 0 95.2
2.3 2.4 1 95 2
2.4 2.5 3 95 3
2.5 2.6 0 95 3
2.6 2.7 0 953
2.7 2.8 0 95 3
298 2.9 0o 95.3
2.9 3.0 0 95 3
3.0 3. 1 0 95.3
3.1 3,2 0 953
3.2 3.3 0 95. 3
3.3 3.4 0 953
3.4 3.5 0 953
3.5 3.6 0 953
3.6 3.7 0 953
3.7 398 0 953
3.9 3.9 0 95.3
3.9 4.0 0 953
4.0 4. 1 0 95 3
4. 1 4.2 0 953
4.2 4.3 0 95 3
4.3 4.4 0 95 3
4.4 4 5 0 95 3
4.5 4,6 0 95. 3
4.6 4.7 0 953
4.7 49 0 95344.1 4,9 0 95 3
4.9 5.0 0 95 3
50o- 199 1000
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~qI Table IX

COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTSpFOR ALL CHANNELS OF SATELLITE(S): EXPLORER15
FOR BURST. RUSSIAN 2

TIME "IN NO. DELTA TIMES CUMULATIVE
(MIN) IN BIN PERCENTAGE

0.0 0.1 0 0.0
0.1 0.2 0 0.0
0.2 0.3 0 0,0
0.3 0.4 71 2.9
0. 4 0.5 264 13. 8
0.5 0.6 344 28 0

0.6 0.7 142 33.9
0.7 0.8 77 37.0
0.9 0.9 31 383
0.9 1.0 83 41. 7
1.0 1. 1 65 44.4
1. 1 1.2 68 47.2
1. 2 1.3 64 49.9
1.3 1.4 63 52.5
1.4 1.5 115 57,2
1.5 1.6 75 603
1.6 1.7 125 65.4
17 198 36 66 9
1.8 1.9 11 67.4
1.9 20 33 687
2.0 2.1 12 69 2
2. 1 2.2 29 70.4
2.2 2.3 32 71.9
2.3 2.4 17 72. 5
2.4 2.5 42 74.2
2.5 2.6 14 74. 8
2.6 2.7 26 75.8
2.7 2.8 11 76.3
2.8 2.9 16 76.9
2.9 3.0 10 77.4
3.0 3.1 10 77.8
3.1 32 10 78.2
3.2 3.3 7 785
3.3 3.4 788
3.4 3.5 22 79.7
3.5 3.6 23 90.7
3.6 3.7 45 2 5
37 3.9 14 83 1
3.8 3.9 19 83 9
3.9 4.0 27 94.9
4.0 4. 1 15 95 6
4.1 4.2 to 1. 0
4.2 4.3 6 86 2
4.3 4.4 10 9& 6
4.4 4.5 4 86.9
4.5 4.6 15 87.4
4.6 4.7 10 879.
4.7 4.9 4 8890
4.9 4.9 14 98 6
4.9 5.0 9 98,9

5.0<w 269 100 0

4 .13;



Table X

COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHANNELS OF SATELLITE(S): TELSTAR
FOR BURST: RUSSIAN 2

TIME BIN NO. DELTA TIMES CUMULATIVE
(MIN) IN BIN PERCENTAGE

0.0 0.1 0 0.0
0.1 0.2 0 0.0
0.2 0.3 0 0 0
0.3 0.4 0 0 0
0.4 0.5 0 0,0
0.5 0.6 0 0 0
06. 0 7 0 0.0
0.7 0.8 0 0.0
0.8 0.9 0 0.0
0.9 1.0 2 01 1
1.0 1.1 0 0.1
1.1 1.2 0 0.1
12 1.3 0 0.1
1.3 1.4 0 0.1
1.4 1.5 0 0.1
1.5 1.6 0 0.1
1.6 1.7 0 0. 1
1.7 1.9 1 0. 1
1.9 1.9 0 0.1
1.9 2.0 2244 95.6
2.0 2.1 49 97.5
2.1 2.2 1 97.5
2.2 2.3 0 97.5
2.3 2.4 0 87. 5
2.4 2.5 0 87.5
2.5 2.6 0 87.5
2.6 2.7 0 97. 5
2.7 2.9 !0 87.5
2.8 2.9 0 97.5
2.9 3.0 3 87.6
30. 3.1 0 97.6
3.1 3.2 0 97.6
3.2 3.3 0 87.6
3.3 3.4 0 87.6
3.4 3.5 0 7.6
3.5 3.6 0 87.6
3.6 3.7 0 97.6
3.7 3.9 0 87.6
3.8 3.9 2 87. 7
3.9 4.0 100 91.5
4.0 4.1 2 91.6
4.1 4.2 0 91.6
4.2 4.3 0 91.6
4.3 4.4 0 91.6
4.4 4.5 0 91.6
4.5 4.6 0 91.6
4.6 4.7 .0 91.6

4 4.7 4.9 0 91.6
4.9 4.9 0 91.6
4.9 5.0 0 91.6

5. 0<0 221 100. 0

.1-
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Table " I

COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHA*IELS OF SATELLITE(S): ALLOUETTEI
FOR BURST: RUSSIAN 3

TIME DIN NO. DELTA TIMES CUMULATIVE
(MIN) IN BIN PERCENTAGE

0.0 0.1 123 098
0.1 0.2 10901 74.0
0.2 0.3 45 74.3
0.3 0,4 1595 85.0
0.4 0.5 491 9.3

: 5 0.6 55 9. 7
0.6 0.7 289 906
0.7 0.8 11 90.7
09 0.9 129 91. 5
0.9 1.0 74 92.0
1.0 1.1 a 92.1
1. 1 1.2 55 92 5
1.2 1.3 3 92.5
1.3 1.4 62 92.9
1.4 1.5 28 93. 1
1.5 1.6 9 93.1
1.6 1.7 19 93.3
1.7 1.9 0 93.3
1.8 1.9 19 93.4
1.9 2.0 15 93. 5
2.0 2.1 2 93.5
2.1 2.2 10 93.6
2.2 2.3 0 93.6
2.3 2.4 13 93.7
2.4 2.5 7 93.7
2.5 2.6 1 93.7
2.6 2.7 7 93.8
2.7 2.8 0 93.8
2. B 2.9 "4 9398
2.9 3.0 2 93.8
3.0 3.1 2 938
3.1 3.2 5 93.9
3.2 3.3 0 93 9
33 3.4 2 93.9
3.4 3.5 0 93.9
3.5 3.6 1 93.9
3.6 3.7 1 93.9
3.7 3.9 0 939
3.9 3.9 1 93.9
3.9 4.0 0 93.9
4.0 4.1 0 93.9
4.1 4.2 0 93.9
4.2 4.3 0 93.9
4.3 4.4 0 93.9
4.4 4.5 0 93.9
4.5 4.6 1 93 9
4.6 4.7 0 93.9
4.7 4.6 0 93.9
4.9 4.9 0 93 9
4.9 5.0 0 93.9

5. 0<- 911 100.0
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Table XII

COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHANNELS OF SATELLITE(S): EXPLORER15
FOR BURST: RUSSIAN 3

TIME DIN NO. DELTA TIMES CUMIULATIVE
(MIN) IN BIN PERCENTAGE

0.0 0. 1 46 0.3
0.1 0.2 0 0.3
0.2 0.3 77 0.8
0.3 0.4 588 4.8
0.4 0.5 1654 16.0
0.5 0.6 2144 30.5
0.6 0.7 1629 41. 5
0.7 0.8 970 480
0.8 0.9 274 49.9
0.9 1. O 194 51.2
1.0 1. 1 226 52.7
1. 1 1.2 210 54. 1
1.2 1.3 293 56. 1
1.3 1.4 273 9.0
1.4 1.5 474 61. 2
1.5 1.6 442 64. 1
1.6 1.7 618 68.3
1.7 1.9 313 70. 4
1.9 1.9 194 71.7
1.9 2.0 131 72.6
2.0 2.1 82 73.2
2.1 2.2 92 73.8
2.2 2.3 74 74.3
2.3 2.4 54 74.7
2.4 2.5 45 75.0
2.5 2.6 35 75.2
2.6 2.7 53 75.6
2.7 2.9 34 75.8
2.9 2.9 37 76.0
2.9 3.0 40 76.3
3.0 3.1 29 76. 5
3. 1 3.2 47 76.8
3.2 3.3 52 77.2
3.3 3.4 66 77 6
3.4 3.5 53 78.0
3.5 3.6 79 78.5
3.6 3.7 155 79.6
3.7 3.8 91 80.2
3.9 3.9 127 81.0
3.9 4.0 111 81.8
4.0 4.1 93 82.3
4.1 4.2 117 93. 1
4.2 4.3 87 93.7
4.3 4.4 110 84.5
4.4 4. 5 73 85.0
4.5 4.6 100 85,6
4.6 4.7 76 8.2
4.7 4.8 63 96.6
4.8 4.9 90 87. 1
4.9 5.0 59 97.5

5. 0<- 1848 100.0

. . .



T.ble Xm

COUNTS OF TIME DIFFERENCES BETWEEN NONZERO RAW DATA POINTS
FOR ALL CHANNIELS OF SATELLITE(S): TELSTAR
FOR BURST: RUSSIAN 3

TIME DIN NO.' DELTA TIMES CUMULATIVE
(MIN) IN BIN PERCENTAGE

0.0 0.1 5 00
0.1 0.2 0 0.0
0.2 0.3 0 0.0
0.3 0.4 0 0.0
0.4 0.5 0 0.0
0.5 0.6 0 0.0
0.6 0.7 0 0.0
0.7 0.9 0 0.0
0.9 0.9 1 0.0
0:9 1.0 64 0.3
1.0 1.1 4 0.3
1.1 1.2 2 03
1.6 1.3 0 0.3,""1.3 1.4 0 0 3

''.1.4 1.5 1 0.3
1- .5, 1.-- 3 0.3

-,1.6 1.7 3 0.3
1.7 1.9 6 0.4
1.9 1.9 15 0.4
1.9 2.0 20107 62.9
2.0 2.1 121 93.4
2.1 2.2 7 63,5
2.2 2.3 6 835
2 3 2.4 1 83.5
2.4 2.5 0 63 5
25 2.6 0 93 5
2.6 2.7 0 83.5
27 2.9 0 83 5
2.9 2.9 0 83 5
2.9 3.0 25 93 6
3.0 3.1 1 83 6
3.1 3.2 3 93 6
3.2 3.3 1 836
3.3 3.4 0 93 6
3.4 3.5 0 83 6
3.5 3.6 0 93 6

" 3.6 3.7 3 83 6
3.7 3.8 2 83 6
3.9 3.9 9 83 7
3.9 4.0 1027 87.9
4.0 4.1 5 97 9
4.1 4.2 1 879
4.2 4.3 0 979
4.3 4.4 3 97.9
4.4 4.5 1 87 9
4.5 4.6 0 97 9
4.6 4.7 0 87 9
4.7 4.6 0 87 9
4.8 4.9 1 97.9
4.9 5.0 12 8 0

K 5. 0<0 2929 100. 0



Table XIV
Global Magnetic Cutoff Values

L-Value B.,,..11

1.0949 0.23901
1.1152 .22998
1.1356 .22482
1.1559 .22288
1.1762 .22353
t.2628 .24O7
1.4817 .26770
1.8331 .27573
2.3168 .29762
2.9330 .33311
3.6815 .37001
4.5626 .40274
5.5750 .43178
6.7218 .45502
8.0000 .46951

Note: The Table may be interpolated for other L-vaues (Ref. 16).

4
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The overall flow for the progran is as follows (see Appendix E):

(1) Use an initial guess for the fundamental decay time and the theoretical ratiob
of the higher-mode dek'y times to compute the starting decay tines. Tile first
guess at fundamental decay time is shown in Table XV as a function of L and
energy. This table is interpolated in L and E for starting value.

(2) Numerically compute the integrals of the functions shown in Appendix C at each
data point using the initial guessed decay times. The integration is performed
by a 12-point Causs/legendre Quadrature at each data point for e:-ch function.
Only the fundamental decay mode and two higher modes were c( mputed.

(3) Compute the linear amplitude constants using a least-squares matrix-solving
routine. Compute the standard error of the fit. The individu-,l points art-
weighted by the reciprocal of their fractional errors, which have been normal-
ized to an average value of one.

(4) Optimize the initially computed ye.t value by using a "Golden ,;ection Min-
imim" function. This section attempts to let the data determin: the "best"
cutoff value. If the data are not distributed down toward the loss cone, the
Golden Minimum function will provide an erroneous y/.t value. Hence, the
function specifies that the computed y/,, must be within ± 10 prcent of the
initial input value. If, in the iteration process, the function tries to exceed these
limits, the initial guess of Vett is specified as the correct value.

S(5) Repeat the steps (2) and (3) with the optimum v..t value.

(6) To determine the best combination of decay times and amplitude constants,
the decay times are changed by a "random-walk" method, eitfier increased
or decreased. The amount by which the decay times may randomly vary is
determined by using a cumulative normal probability distribution about the
initial value.

The standard deviation used was estimated according to this author's best gnms or
the accuracy of the tables and curves shown by Stassinopoulos (Ref. 53:31-32, 40-44) and
West (Ref. 63:50-54). The Stassinopoulos tables do not always correlate with each other
or with the Stassinopoulos curves, and the West curves do not always correl Ite with the
Staasinopoulos in the 1-regions of overlap. The initial fundamental decay times in Table XV
were computed by this author by interpolation of the tables and curves in Reference 53 and

* '. by reading and extrapolation of the curves in Reference 63. The author's estimates of their
standard deviations are shown in Table XVI. Of particular note is the very lo'w confidence
in decay times at high L values (above 2.2) and at high energies (above 2.0 MeV). There
have been few computations of decay times in these regions, and the results vary widely
(Refs. 53, 03).

The effect of using the cumulative normal probability distribution and the above stan-
dard deviations is to restrict the "random-walk" of the decay times away from their initial
values. The farther away from the initial "mean value" that the random val te g,,nerator
places the new decay time, the greater the "push" that is created back toward he mean for
the next walk. The distance away, however, is deftned in terms of the standa.d devition,
so that r values in which there is low confidence may vary by larger ,amounts th:in rmn, r
values in which there is greater confidence. The r's ar, :aiso restricted by th, o istrint that
ro > r I > r.



With each chage or decay timps, steps (2) and (3) are repeated up to 96 times, in an
attempt to get a 'better* fit by reducing the standard error of the fit.

,.A4
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ri

Table XVI

Percent Standard Deviation of Initial
Fundamental Decay Tims (in Table XV)

LiRange .02- 1.21- 1.41- 1.81- >
1.20 1.40 1.80 2.20 2.20

Energy Range
MeV

E < 0.0 50 30 20 35 200

0.0 < F < 2.0 30 20 20 75 too

E > 2.0 50 20 50 100 100

(estimated from Ref. 53:31-32, 40-44 and Re.f. 6-3:50-54)
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(7) If a better fit is found in less than 951 random walks, and if less than 32 "better"
values have been found, steps (2), (3) and (0) are repeated up to 3. times, using

L.:- the latest "best" decay times.

(8) Up to five repeats or steps (4) and (5) may be carried out, but only "32 "bettr"
fits are found. Otherwise, only the first yet optimization is p.rformed.

(9) The program will always end at the point where 96 random-walk have failed
to reduce the error of the fit from the previous "best-fit'. The lecay times,
yeut, and amplitude constants are printed for each 'better" fit, v ith the ir:il
values being those of the "best" fit.

(10) After the best fit is found, the program uses the fitted constants and decay
times to compute fluxes, at specified times, from the equator to the best (.utoif
value. These specified times correspond to default times plus 1/2 .ime window
in the program which plots raw data. Thus, the computed fluxe: are used to
generate curves which are plotted over raw data points at approimately the
same times.

Variations in the program were tried in order to study the effects of the fiting process.
The principal modifications were in the random decay-time variations.

The first modification was to fix the ratios of the r's to their theoretical values of
1:1/9:1/25 (Ref. 48:16-19). The effect of this modification is to significantly reduce the
degrees of freedom available to fit the data.

The second modification was a compromise between the above and complete freedom to
random walk. This variation allowed r0 and r, to vary freely (subject to the usial contraint
that re > r1 ), but r, and r2 were fixed at their theoretical ratio of 25:9. The principal reason
for this attempt was the very short time-span covered by some satellite/burst combinations.
For example, the Russian 2 Burst covered only 4 1/2 days prior to the Russian 3 injection.
If the data cover a time-span which is small compared to the fundamental decay constant,
then the fitted value of that decay time may be suspect. However, if the time-s -)n is not so
small compared to the decay times of the higher modes, one should have mote confidence
in the fitted values of those decay time. Stated another way, the fit may not b. sensitive to
the fundamental, but may still be sensitive to the higher modes.

In this analysis, not all L-values covered by the satellite in Table i were examined.
Over 1000 plots of flux versus z were examined at various L-values for the s:.tellite/burst
combinations of Tables I and 11. In many cases, the satellite orbits were (,f such high
inclination (toward polar) that data were not available close to equatorial B-values. Because
of this, and because of the very large volume of data, those satellite/burst/L combinations
which provided the most consistent coverage from the equator to the loss cone were chosen
for study.

Generally, the data fell into three regions of z-space (with some overlap). legion I was
from the equator to the point where flux dropped off sharply into the loss cone (z = 0 to
z f 0.6 or 0.8). Region II was the area where the flux "turned the corner" friom a rather
"horizontal" curve to a rather "vertical" curve into the loss cone (z f 0.7 to 0.9). Region if
was the loss cone region, where the flux levels dropped sharply to the cutoff v- lue (z

* for a typical L-value).
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Representative plots of raw data in the three regions are shown in Figures 4 through 9.
These plots are typical in that data seldom cover all three regions in a short timo-span. Caps
in the data appear betcause or satellite orbital coverage and because of lack or on-satellite
recorders. When a satellite lacked a recorder, dlata were' colleceted on!,- -.s the sal.ellite pwimed
above the radio horizon of a ground tracking station. Figre 9J is -in eight-hour 1pot of typieal
satellite coverage over all B-L space.
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BURST : RUSSIAN 2 SAT :ALLOUETTE1
TIME 0 (dy) 0 (hr) 0.00 (min,) 0.000(days)
L 2.40 Beq : .022 8CUT : 0.511 TW (days) : 0.5

Bmin (Gauss) :0.001 Bmax (Gauss) :1.000

10 I LEGEND
o= 3.90 MEV

0 = 3.90 MEV
A= 3.90 MEV

10 10'

z 1 0"1
0

z
0

Li

z

0 0.5 1/
X =(1-Beq/B)1/

Figure 4(a). Raw Allonette Data Colletted Only in Region III (at burs', time).
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BURST RUSSIAN 2 SAT : ALLOUETTE1
TIME : 3 (dy) 0 (hr) 0.00 (min) 3.000(days)
L 2.50 Beq: .020 BCUT : 0.515 TW (days) : 1.0

Bmin (Gauss) : 0.001 Bmax (Gauss): 1.000

10' 10

S107 - 10'

0

x id'. id'

z 10  10

0

_J

z

;T -- LEGEND]]
T o0 = 3.90 uEV/

i. 0 = 3.90 MEV I

::~ ~ ~~d 10 A = 3.90 MEVL..' -- - '10

X =(1-Beq/B) V

• ~Figure 4(b). Raw Alloette Dt Collected Only in Region 111 (3 days potburst).
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BURST STARF.SH SAT 71 TS-AR
TIME 1 (dy) 0 (hr) 0.00 (mi) 1.OOC(days)

L .180 Beq 3 BCUT 0.470 TW (days): 1.0
Bmin (Gauss) 0.001 Bmax (Gcuss) :1.000

-- l
i . 10 I 10

><. 4o o

z 10 - -10010

.- ,Li

L-

'. Fi1r . iowTltrDtaClef di Rgos[adll ery&m)

k,,-j

z
0

C°
w-i 10,Z LEGEND

o = .220 MEV
0 = .320 MEV

a= .420 MEV
x =.60 MEV 1 10,

Figure 5. Raw Teistatr vData collected in Regions I and III (arly timne).
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BURST STARFISH SAT TELSTAR
TIME 15 (dy) 0 (hr) 0.00 (mn) 15.000(days)
L : 1.70 Beq : .063 BCUT . 0.460 TW (days) : 5.0

Bmin (Gauss) : 0.001 Bmax (Gauss) :1.000

: .10 LEGEND 10'
0 .220 MEV
0 .320 MEV

.420 MEV
x .660 MEV

"' 108t 10
Wid1' 10

0

Lai

x 1c 10'A" 3

z

103  - ..--- - , . . 10')
0 0.5 1

X- (I-Beq/B)" 2

Figure 5. Raw Telstar Data Collected in Region III (mid-range time).
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BURST : STARFISH SAT : TELSTAR
TIME 80 (dy) 0 (hr) 0.00 (min) 80.000(dcys)

L :1.70 Beq : .063 BCUT 0.460 TW (days) : 5.0

0 Bmin (Gauss) : 0.001 Bmax (Gauss) : 1.000

1I' '"LEGEND 10
.0 = .22MEV

-l 0 = .320 MEV4+_4 A = .420 MEV
+~~ + .l ~ X660MEV

x 10'-S

zo
0

-J -

S 10z

0 0.51

:!IL X = (1-Beq/B) 1/ 2

.'" Figure 7. Raw Telatar Data Collected in Regions ,I, U, ci L (mid-ra nge IqmeJ,
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BURST : STARFISH SAT : TELSTAR
TIME :100 (dy) 0 (hr) 0.00 (min) 100.000(days)
L :1.80 Beq : .053 BCUT : 0.470 TW (days) : 5.0

10' B in (Gauss) : 0.001 Bmax (Gauss) :1.000m, o-• - . - - ---- . doi... !LEGEND

0 = .220 MEV
o = .320 MEV4 4 i = .420 MEV

11 x = .660 MEVII I?

$ ,oo
10' -0 7

o 107

× 106 I ' 0

U- t
z

10 ,10'
0

::I 0l' 10'

0 0.5
X = (1-Beq/B)1/ 2

Figure $(a). Raw Telatar Data in R'gions I and I (late time).
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BURST STARFISH SAT TELSTAR
TIME :100 (dy) 0 (hr) 0.00 (min) 100.000(days)
L : 2.00 Beq : .038 BCUT: 0.487 TW (days) : 5.0

Bmin (Gauss) 0.001 Bmax (Gauss) :1.000

10 : * LEGEND
o = .220 MEV
o = .320 MEV

A = .420 MEV

IL 10x = .660 MEV

C(J.
o•- -'I

Z- iL. 4
-. TXI id o' T 4o
Li 6 I t~ 10
z 

'z

o4( 10' 10

0 
0.5X =(1-Becq/B)/"

Figue 3(b). Raw Telstar Data in Regons 1, HI, and Ml (late time).
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AFWL TRAPPED ELECTRON DATA BASE
BURST : STARFISH SATELLITE TELSTAR

DAY:237 HOUR: 1 MIN: 0 #: 98
CHANNEL NUMBER: 4 TIME WINDOW: 8.00

10 LEGEND ,
= .620 MEV

z

0'

old

-J I
Li

J04

id Ai0 .WL° A4L± L

0 1 2 3 4 5 6 7 8

TIME (Hours)
Fige g. Typical Raw Data Cov.rage for S Hour (,-L values ot shown).
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Figures 10 (a) through (g) shown raw data from Explorer XV over the time period of the
Rumian 2 and 3 bursts, at times corresponding to those shown in Figure 3, for comparison.
It is apparent that fewer points are plotted from the AFWL data base in Fgures 10 (a)
through (g) than were plotted by Roberts in Figure 3 for the 1.9 Mc- electrons, even though
the satellite and time periods of coverage were the same. These discrepancies are not resolved
in this study, although the previously alluded-to L-rounding procedure may account for the
differences.

The temporal progression of flux after one burst from one satellite (Telstar, at a typical
L-value of 1.9, is shown in Figures 11 (a) through (h). Again, typical gaps in coverage of
Regions 1, 11, and III are readily apparent over the 90 days shown.

As previously noted, only fundamental and two higher eignemodes (fo, fl, f2) are lioed
to fit the satellite data (Appendix C). The third eigenmode (f.t) is not used hecai se Shilz and
Lanserotti (Ref. 45:163) suggest that the modes greater than two rapidly vanish. Initially, the
steady-state function (fee) was used along with the fundamental, but this solution was rotid
to be 'competing" with the fit for the fundamental, in the sense that the lincar constants
tended to be roughly equal in magnitude and tended to alternate in sign. Sholz (Ited. 47:22
23) indicates that the f. and fe functions should resemble each other in shape. Also, l'litzer
(Ref.37) has subtracted the background from all flux data, and the background should
approximate the steady-state, fe, solution. For these reasons, the steady-state solution was
not used in the data fit.
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BURST RUSSIAN .2 SAT EXPLORER 15/EXPLO RER 15
TIME: 0 (dy) 4 (hr) 58.07 (min) 0.207(days)
L :1.90 Beq : .045 BCUT 0.479 TW (days):- 1.0

B min (Gauss) 0.001 Bmax (Gauss) :1.000

9 9

01

LA-

.: BRTt:RSIN2 ST:EXLRR5EPOE

" M1:0 d7 (r)5 .07(an .0(as

id') 10 T 10'

0 1"

-° -
, .,o

-.J

2.90 + 10d0 

0.5

. . 10'10'

X =1-Beq/B)1/

Figre 10(). Raw Explorer 15 Ota at rmes Correspondfing to Fig'ure
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BURST :RUSSIAN 2 SAT EXPLORER15/EXPLORER15
TIME : 2 (dy) 19 (hr) 22.09 (min) 2.807(days)
L :1.90 Beq : .045 BCUT 0.479 TW (days) : 2.0

Bmin (Gauss) :0.001 Bmax (Gauss):1.000
10' 10

V)10' d10

0, 7

L4.

z .-

LEGEND
- TM =2 .500 MEV1

z 0 = 1.90 MEV

A= 2.90 MEV
x .500 MEV

=1.90 MEV
Figure Raw 0. * V 2.90 MEV o

X (1-Beq/B)"

Fiue10(b). RwExplorer 15 Data at Times Corresponding to Figure 3.
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BURST RUSSIAN 2 SAT EXPLORER15/EXPLORER15
TIME : 9 (dy) 19 (hr) 22.09 (min) 9.807(days)

L :1.90 Beq : .045 BCUT 0.479 TW (days) : 2.0
Bmin (Gauss) : 0.001 Bmax (Gauss) :1.000

id' id-=1'

10 10

x i0' 10

kid 4t le

• I-J
Uj

%10,

4 1o

.LEGEND

"'"0 = .500 MEV

::'" -- 1.90 MEV

id' A- 2.90 MEV 10,

0i 0.5 1~

v .',;: X = (-Beq/B) 1/2

i'- Figure 10(c). Raw Explorer 15 D-ta -it Timps Corresponding to Figure 3.
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BURST RUSSIAN 2 SAT EXPLORER15/EXPLORER15
TIME :20 (dy) 19 (hr) 22.09 (min) 20.807(days)
L :1.90 Beq : .045 BCUT :0.479 TW (days) : 2.0

Bmin (Gauss) :0.001 Bmax (Gauss) :1.000
10 LEGEND 1

0 .500 MEV
0 = 1.90 MEV

A= 2.90 MEV

Lj100

0

0

W 0 10,

z

id 10,

0 0.5
X =(1-Beq/Bj')

Figure 10(d). Raw Explorer 15 Dita at Times Corresponding to Figuire 3.



BURST :RUSSIAN 2 SAT EXPLORER15/E)(PLORER15
TIME: 29 (dy) 19 (hr) 22.09 (min) 29.807(days)
L :1.90 Beq : .045 BCUT 0.479 TW (days) : 4.0

Bmin (Gauss) : 0.001 Bmax (Gauss) :1.000
10. LEGEND

' = .500 MFV
0 = 1.90 MEV

= 2.90 MEV

,.,,18 106

U-I

z 10 7

I- It1
i

110X id
_J

z
0
Z- -
oLoi' I(f
Lj
-j

Iz

10' - ,, _________ '- , - ---- ko- 1
0 0.5 ,

X (1-Beq/B) / 2

Figure 10(e). Raw Explorer 15 Data at Times Corresponding to Figure 3.I
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BURST RUSSIAN 2 SAT : EXPLORER15/EXPLORER15
TIME : 47 (dy) 19 (hr) 22.06 (min) 47.807(days)
L : 1.90 Beq : .045 BCUT 0.479 TW (days) : 2.0

Bmin (Gauss) 0.001 Bmax (Gauss) :1.000

LEGEND 10
0 - .500 MEV

()

I I~ e 10

(I.) ,

z 10' 1010,0

I-

L.:
-j

x 16 10'

D

LA.

z
0

1-

i' ---- 10,

Lii

L-J

(0
L- 10) 10'
z

0 0.5 1
X =(1-Beq/B)I/

Figure 10(of). Raw Explorer 15 Data at Times Correqponding to Figure 3.
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BURST RUSSIAN 2 SAT EXPLORER15/EXPLORER15
TIME : 63 (dy) 19 (hr) 22.06 (min) 63.807(doys)

1 7 L : 1.90 Beq : .045 BCUT 0.479 TW (days) : 10.0

Bmin (Gauss): 0.001 Bmax (Gauss) :1.000
i' LEGEND I10 .51 0EV

0
X ", 10 10'

* U)

A-

0

L_

._J

Wid
-J

*Z -

z

io1" "'' ' 10"
0 0.5 1

X = (1-Beq/B)1/ 2

Figure 10(g). Raw Explorer 15 Data -it Times Corresponding to Figure 3.



BURST STARF'SH SAT TELSTAR
TIME 1 (dy) 0 (hr) 0.00 (min) 1.000(days)

L :1.90 Beq : .045 BCUT 0.479 TW (days) : 1.0
Bmin (Gauss) :0.001 Bmax (Gauss) :1.000

10

0
le~

0O .220 MEV
0o .320 MEV

=.420 MEV
x .660 MEV _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 1

0 05 ,12
X =(1-Beq/B)1 '

Figure 11(a). Temporal Progression for Raw Teistar D-A rrom I to 90 Days Post-Burst.



BURST STARFISH SAT : TELSTAR
TIME 2 (dy) 0 (hr) 0.00 (min) 2.000(days)

L :1.90 Beq : .045 BCUT 0.479 TW (days) : 1.0
Bmin (Gauss) 0.001 Bmax (Gauss) :1.000

10oLEGEND
0 .220 MEV
o0= .320 MEV

..420 MEV

" Z10' -10

0

Lka

x 0 lo'

z0

-
LaJ
-AJ

1 10'z

10'I * 10'I

0 05 1/2
X =(-Beq/B)

Figure 1l(b). Temporal Progression for Raw Telstar Data from I to 90 DaY.T Post-Burst.
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BURST STARFISH SAT : TELSTAR
TIME : 4 (dy) 0 (hr) 0.00 (min) 4.000(days)
L :1.90 Beq : .045 BCUT 0.479 TW (days) : 1.0

Bmin (Gauss) : 0.001 Bmax (Gauss) : 1.000
L.10- I 'J 10'

Li 
dI

C~4

0
• 0

I-

L-

z
0

-AJ

d,
z10

LEGEND
13 = .220 MEV

io 3  .420MEL ~
i0 05 ,i

X=(1-Beq/B)"

Figure 11(c). Temporal Progre1ion for Raw Telstar Data from I to 90 Day, Post-Burst.
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BURST STARFISH SAT TELSTAR
TIME: 6 (dy) 0 (hr) 00(m) 6.000(days)

L :1.90 Beq : .045 BCUT :0.479 TW (days) : 2.0
*Bmin (Gauss) :0.001 Bmox (Gauss) :1.000

10' ~ 1 ~LEGEND 10'
T~ 'j 30 .220 MEV

* 40 .420 MEV
'I' =.660 MEV

C'4
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BURST: STARFISH SAT: TELSIAR
TIME 10 (dy) 0 (hr) 0.00 (min) 10.O00(days)
L :1.90 Beq : .045 BCUT :0.479 TW (days) : 5.0

8min (Gauss) :0.001 Bmax (Gauss) :1.000

id 1

01

zT 1(10

I-

**~ 10e 108

lo' idlo

:!0'

z10' LEGEND 10'

o = .220 MEV
o = .320 MEV
A = .420 MEV

Sx =.6o MEV 3103  , , , , 10
0O.5 / 1

X = (1-Beq/B)/ 2

Figure 11(e). Temporal Progression for Raw Telstar Data from I to 90 Day Post-Burst.
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BURST STARFISH SAT TELSTAR
TIME: 15 (dy) 0 (hr) 0.00 (min) 15.000(days)

L :1.90 Beq : .045 BCUT 0.479 TW (days) : 5.0
Bmin (Gauss) 0.001 Bmax (Gauss) :1.000

10' 10 LEGEND 10
a .220 MEV

+ o0 .320 MEV
& = .420 MEV
x .660 MEV

) 1r id

0

x lod'

z 10'tYt10' 1

,0d,

7. 0 0.5 1

X = (1-Beq/B)

Figure 11(f). Temporal Progreion for Raw Telstar Data from I to 0 Dayi Post-Burst.
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BURST : STARFISH SAT TELSTAR
TIME 60 (dy) 0 (hr) 0.00 (min) 60.000(days)

L :1.90 Beq : .045 BCUT 0.479 TW (days) : 5.0
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Figure 11(g). Temporal Progresion for Raw Telutar Data from I to 90 Day, Post.-Burst.
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BURST STARFISH SAT TELSTAR

TIME: 90 (dy) 0 (hr) 0.00 (min) 90.000(days)
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Figure 11(h). Tempord Progresion for Row Telstar D a From I to 90 DaY, Po4L-P1irst.
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V. RESULTS AND DISCUSSION
Figures 12 and 13 show the typical temporal progression of raw data at two representative
L values, L = 2.3 and L = 2.4. Included on those figures are the flux curves cal'ulated from
the amplitude coefficients and decay times fitted to that data by Electrolit. As previously
noted, the curves shown on any given figure may vary slightly in time from the individual
data points, since the curves represent only the one time-instant correspondiny to the start
time plus one-half the time window of the plot. Figures 12 and 13 represelit maximum
freedom of the fit, since each r is free to vary independently of the other r's.

Figure 14 shows the same temporal data progression with different fitted curv,:. The curves
in this figure were calculated under the restriction that the ratios of the r's were fixed at
the theoretical values of 1:1/9:1/25; hence, only rT was really varying in a ran,;om sence.

Figure 15 shows similar data progression and fitted curves where the r's were allowed to
freely vary, subject to the constraint that ro > r, > r2. Also, this was an initial run with 500
tries for convergence, vice 90 tries. In addition, the computed flux was used in the iteration
process to eliminate non-physical (negative) solutions. The solution was restricted to being
positive at four different times and at five different equatorial pitch angles. Alt tough this is
an initial run with only a small amount of data used, it indicates that the recoinemndations
in Chapter VI should be pursued.

Table XVII shows the fitted linear amplitude coefficients and exponential decay times (in
days) at constant Energy and L-shell for a representative subset of the data examined in
this study. The sheer volume of resultant fits and calculated curves made it impossible to

41 include all results in this report. The values shown in Table XVII were comp'.ed with the
r's allowed to vary freely.

Figures 12 and 13 are considered representative of the results of the fitting model. It is
apparent from examination of Figures 12 and 13 that the pitch-angle diffusion theory
and flux computation method developed in this report are consistent with ,xperimental
measurements. Higher eigenmodes are readily discernible at the lowest energy in the Figures
or the first five days, and are not visible at later times. These higher eigenmades are not
discernible in the plots at the higher energies; Table XVII shows that thrs modes are
present, but at much lower levels, in some cases. The calculated curves show "1 reasonable
fit to the data even at late times, consistent with the assumption of exponenti d decay.

Examination of Figures 14 and 15 shows that some inconsistencies remain to h, resolved in
the use of this fitting method. The caluclated flux curves for the low-energy data points also
appear to be slightly lower than optimum, while the high-energy data appear, to be fitted
better by the model. This may be partially explained by the existence of many lower data
points in the vicinity of the loss cone which tend to "drag down" the overall lit. Any change
in the cutoff value significantly affects the fit by shifting the 'vertical" portion of the curve
toward or away from those points. However, this cannot account for the entire difference
of the curves from the data. The energy dependence may be treated less th:tn optimally
in the choice of functional solution made in this study. If the chosen function d solution is
not the correct one, it may he nevertheless close enough to correct to give a r :asonable fit
at high energy, but be significantly in error at lower energy. A different functional solution
may fit the lower-onergy groups better and yet still lit the lhigh-,nergy elect ons as w,,ll.
Recommendition for the ,ise or other functions is mad, in Chapter VI.
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BURST :RUSSIAN 3 SAT EXPLORER15 [0451
TIME : 0 (dy) 0 (hr) 0.00 (min) 0.000(days)

L :2.30 Beq : .025 BCUT 0.506 TW (days) : 0.5
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Figure 12(a). Temporal Progression or Raw Data and Fitte Flux Curves at , 2.3 forK Russian 3 Burst (r. rreely varying).
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Fiue12(c). Temporal Progresuion of Raw Data and Fitted Flux Curyr' at h, 2.3 for
Russian 3 Burst (r., freely vurying).
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BURST RUSSIAN 3 SAT EXPLORER15 [045]

TIME : 3 (dy) 0 (hr) 0.00 (min) 3.000(days)

L : 2.30 Beq : .025 BCUT : 0.506 TW (days) : 1.0
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Figure 12(e). Temporal Progresion or Raw Dta and Fit.ted Flux Curves at h - .3 ror
Russian 3 Burst (r,, rreely varying).
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BURST RUSSIAN 3 SAT :EXPLORER15 1045]
TIME :4 (dy) 0 (hr) 0.00 (min) 4.000(days)

L : 2.30 Beq : .025 BOUT :0.506 TW (days) : 1.0
id EGN mi (Gauss) 0.001 Bmax (Gauss) :1.000 10

0 .500 MEV
o = .500 MEV

A= 1.90 MEV
C) 'K= 1.90 MEV
LAJ 1d' = 2.90 MEVid

"*5.. ~ 2.90OMEV

C)
zLid

Li

x 10
L-

z
0

C-

ILI

- 0 0.5 ,

X =(1-Beq/8)1 '
*.Figure 12(o). Temporal Progression of Raw Data and Fitted Flux Curyes at L, 2.3 ror

Rusupian 3 Burst (r., freely vnrying).
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BURST: RUSSIAN 3 SAT EXPLORER15 [045)
TIME: 5 (dy) 0 (hr) 0.00 (min) 5.000(days)

L :2.30 Beq : .025 BCUT :0.506 TW (days) : 1.0
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Figure 12(g). Temporal Progressior of Raw Data and Fitted Flux Curves -it L , 2.3 for
Rutssian 3 Butrst (r,, freely vnryinq).
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iaBURST:RUSSIAN 3 SAT: EXPLORER15U[0451)
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Figure 12(h). Temporal Progresuion of Raw Data and Fitted Flux Curvm at L 2.3 oar
Ruissian .3 Hurst (r,, freely varying).
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BURST: RUSSIAN 3 SAT EXPLORER15 [0451

TIME : 60 (dy) 0 (hr) 0.00 (min) 60.000(days)
L : 2.30 Beq : .025 BCUT : 0.506 TW (days) : 5.0
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Figure 12(i). Temporal Progression of Raw DAta and Fitted Flux Cuntm a't 1, = 2.- for
Russian 3 Burst (r,, freely varying).
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BURST RUSSIAN 3 SAT EXPLORER15 [045]
TIME: 0 (dy) 0 (hr) 0.00 (min) 0.000(days)
L 2.40 Beq : .022 BCUT : 0.511 TW (days) : 0.5

Bmin (Gauss) 0.001 Bmax (Gauss) :1.000
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Figure 13(a). Temporal Progression of Raw Data and Fitted Flux Curves at 1, 2.4 fr
Russian 3 Burst (r. freely varying).
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BURST RUSSIAN 3 SAT EXPLORER15 [045]
TIME: 0 (dy) 12 (hr) 0.00 (min) 0.500(days)

. L : 2.40 Beq : .022 BCUT : 0.511 TW (days) : 0.5
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Figure 13(b). Temporal Progression of Raw Data and Fitted Flux Curves at L = 2.4 ror
Russian 3 Burst (rn rreely varying).
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BURST : RUSSIAN 3 SAT EXPLORER15 [045]
TIME : 1 (dy) 0 (hr) 0.00 (min) 1.000(days)

L : 2.40 Beq : .022 BCUT : 0.511 TW (days) : 1.0
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Figure 13(c). Temporal Progremion of Raw Data and ittd Flux Cnrvm -it 1, 2.4 for
Ru-tjian 3 Burst (r,, freely varying).
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BURST RUSSIAN 3 SAT EXPLORER15 [0451
TIME : 2 (dy) 0 (hr) 0.00 (min) 2.000(days)

L 2.40 Beq : .022 BCUT : 0.511 TW (days) : 1.0
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Figure 13.d). Temporal Progression of Raw Data and Fitted Flux Curv ". at , 2.4 for
Russian 3 Burst (r. freely varying).
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BURST :RUSSIAN 3 SAT EXPLORER15 [0453
TIME :3 (dy) 0 (hr) 0.00 (min) 3.000(days)
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Figure 13(e). Temnpotul Progr'.sion. of Raw Data and Fitted Flux Curvre,, at r, -2.~4 for

Russian 3 Burst (r. freely varying).
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BURST : RUSSIAN 3 SAT EXPLORER15 [045]
TIME: 25 (dy) 0 (hr) 0.00 (min) 25.000(days)
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Figure 13(g). Temporal Progression of Raw DA3 and Fitted Flux Curvesat L 2.4 '.Or
Russ41n 3 Btirst (r, rrf'iy vvyiri,).



BURST RUSSIAN 3 SAT :EXPLORER15 F045]
TIME . 60 (dy) 0 (hr) 0.00 (min) 60.000(days)
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Figure 13(h). Temporal Progression of Raw Data and Fitted Flua Curve-, 'it , =2.4 for
Russian 3 Burst (r,, freely wirying).
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BURST RUSSIAN 3 SAT EXPLORER15 [052]
TIME : 0 (dy) 0 (hr) 0.00 (min) 0.000(days)
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Figure 14(a). Temporal Propasion of Raw Data and Fitted Flux Curves it, L, 2.3 for
Rumiam 3 Burst (r. fixed 1:l/g:1/2$).I
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BURST - RUSSIAN 3 SAT: EXPLORER15 [052]
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BURST: RUSSIAN 3 SAT: EXPLORER15 [052]
TIME : 1 (dy) 0 (hr) 0.00 (min) 1.000(days)
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BURST :RUSSIAN 3 SAT :EXPLORER 15 [052]
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Fire 14(d). Tempora Progression orftRa Data and Fitted Flux Cw-m. at L 2.3 for

Russian 3 Burst (r, fixed 1:1/10:1/25).
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Figuis 14(o). TempoiaI Propeeion of Raw Data and Fitted Flux Cnrves at L , 2.3 for
Ruaan 3 Bunt (r, fixed 1:1/9:1/25).
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Figure 14(g). Tempor Progreuion of Raw Dsta and Fitted Flux Curmv at L 2.3 for

Ruuia 3 Burst (r, fixed 1:1/9:1/265).
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, BURST : RUSSIAN 3 SAT : EXPLORER15 1568]
TIME : 0 (dy) 0 (hr) 0.00 (min) 0.000(days)
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Figure IS(%). Temporal Progreoion of Raw Data and Pitted Flux Ctuvs at f, 2.1 for
Russian 3 Burst (r. frey varying with physical contraints).:', v= 2.9 MEV! lfl
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~ ~BURST RUSSIAN 3 SAT :EXPLORER15 1568]
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Figut. 16(b). Temporal Prwpmion of Raw Data and Fitted Flia Cuvwi at! , 24 for
Ruusino 3 Borst (r., freely vnryinq with pbysicaiI contraints).



BURST: RUSSIAN 3 SAT EXPLORER15 [568]
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- IFiguro 16(c). 1reporal Prclression of Raw Data and Pitted Flux Curves at I, = 2.4 for
aRusian 3 Burst (r. freely varying with physira! contraintsV

e2R

.'.. . .



BURST :RUSSIAN 3 SAT EXPLORER15 15681
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Figure 15(d). Temporal Progression of Raw Data and Fitted Flux Curves at I, = 2.4 'or
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The short time-spans covered by most of the data sets iu the Trapped Electron Data Base

have not allowed adequate determination of ro. The values of ro presented it, Table XVII
ae suspect for this reason. However, more confidence is held in the values f r, and r2
computed by this study. In most data sets studied, the time period of the ,l:tta was long
enough compared to the values or r, and r, to compute reasonable values. More consisti-ney
between data sets was found for r, and r2 titan was found for ro. or course, th,.n ro may be.
simply computed by multiplying r, by the theoretical ratio corresponding to tle Solution.

.1
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U ~ VI. CONCLUSIONS AND RECOMENDATIONS

Conelulouslm

The pitch-angle diffusion theory and flux calculation method developed in this study
are reasonably consistent with experimental data in most cases. The method slows promise
as a way of calculating improved decay times over a broad region of the manetosphere,
particularly for higher energy electrons. Additionally, a comprehensive summary table of
the best available literature values for ro has been prepared (Table XV). A complete table
covering such a broad range or energy and L has not heretofore been compiled.

Time and computer limitations have precluded examination of the entire data base.
However, the overall efficiency of the model developed in this study has been demonstrated. It
is expected that improved predictions of fluxes and improved inputs to the AFW1, SPECTER
Codes (Ref. 7-9) will be available as a result or this work. This will enhanice tje capability
for calculation of satellite operational environments, and will improve the abili .y to predict
satellite survivability and vulnerability.

Roeommendatlons

The following recommendations for further study are proposed to improve the model
developed in this study, and to resolve the problem or non-physical solutions f,,r -ome data
sets. At the direction of this author, several of these recommendations are presently being
implemented at the Air Force Weapons Laboratory.

(1) Incorporate an estimation of the error in the magnetic field value, B, of
individual data points. This corresponds to a "horizontal" error bar on the
plots such as Figure 12. It is known that errors exist in the computation of the
B value associated with each data point, and this error would prove significant
in the region of the loss cone. Improved weighting of the data points with the
combined errors should improve the fit.

(2) Utilise the b-rounding procedure of Chapter IV to add data points to each 1,
value considered. This should aid in filling gaps in the data, whic't necessarily
will improve the fit.

(3) Discard the highest eigenmode if the fitted value of its decay tim,, is less that
0.25 day, and fit the data with only the fundamental and one higher mode.
A value of 0.25 day is not reasonably fitted within the errors in the Trapped
Electron Data Base. This mode would be essentially lost within thi first day in
any case.

(4) Perform an "energy-scaling" of the data to combine data from different satel-F. lites. This involves assuming some form of energy spectrum, such as
including an estimate of the error in the assumed value of Eo. The new flux
would be simply the old flux multiplied by a factor e-(RR---.4IE. If the
error in the old flux were .50 percent (a value consistent with the Data Base)
and the error in Eo were 25 percent, and if Re f 1.1 (a fission speftlrum), then

Ui the resultant error in the shifted flux would be less than I percent different
from that of the old flux, when shifting from 660 KeV to 500 KeV. Thus, it
should be possible to combine data sets and fill the gaps in data to achieve a

S". "better fit. However, the limitation of the assumed spectrum still ecists.
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(5) Utilise only late-time data where it is available, and fit only the rundamental
mode to it, under the assumption that higher modes will have decayed away.
Then, with the fundamental mode constrained, go back to early #time data and
attempt to fit higher modes, if any. This recommendation is or limited value
because only two data sets cover a significant period or time: Starfish/Telstar
and Russian 3/Explorer 5. However, it may provide a better value of r0 than is
presently available at some L values.

- (5) Revise the fitting functions to other Bessel runction solutions th:mn the J-t/2
r:-. solution and compare results. This was performed only on one otli..r functional

solution, J0 , with only one small data set, and the results slowod no improve-

ment over the present study. However, to be certain that the au.hor has not
simply chosen the wrong functional form, more functional forms ust be in-
vestigated.

(7) In the fitting program, constrain the directional flux to physical reality at each
iteration (i.e., compute flux at each iteration and reject non-physi'al solutions
at each iteration, rather than after converging on a final solution). This should
converge to a physically real solution if it converges at all; however, significant
increases in computer processing time may accrue.

(8) Increase the number of tries for a solution from 96 to 200 and reduce the number
of outer loops from 32 to 10 or 15. This may improve the convergence of the

least squares error, if non-physical solutions are also rejected at each iteration.

(9) Compare the background subtracted from the flux with the latest available
natural environment, to ascertain the correctness of the backgroind subtr.c-
tion. If significant differences are found, the background should bc re-added to
the flux and the natural environment subtracted.

(10) A suggestion proposed by Professor D.C. Shankland, Air Forre !ustitute of
T6-;6uulogy, involves a significant modification to the fitting wethod. This
method involves an interpolating function, or measure of 'roughness" or the
fit, which m~y be made arbitrarily smooth. The advantage of this method is
that no limiting assumptions need be made about the data. The chief disad-
vantage is that the method is a strictly mathematical method, with no physical
constraints. Although the method would involve extensive reprogramming, it
promises worthwhile information about the fix curves, and shoulI be tried.
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APPENDIX A

Demonstration of Zero Diffusion Current
at the Magnetic Equator for Ilair-Integer

Bessel Function Solution

To demonstrate ero diffusion current, one must show that
lim,_.oD,z ljz) 1

for the a = 0 case. We Know that from (31):

J-i/.2/lx) ca o(z)

and from (16):

and from (18):

= cos ((2n + ( 1 r
J.11 Z- (2 + l 1)( 1,2)( 1z/ + ) ze)

[)c os Gn+ l s')

Hence, the derivative of the eigenfunction:

J~(z) = + '))][(29t + I)j!L] sin ((2nP + 1

Finally, the quantity which must go to zero is:

DxV = [D3 5  . V4/j22 ++) (n+1 r(z)
n; )""="- " 2 //1 +'xl1l(n ls/(.1 sin (2n + 1)-r

The term in square brackets is a finite constant for any n, and clearly the sine goes to zero
as z goes to zero. Hence, the limit is zero.

* 1°o*f°
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APPENDIX B

Derivation of Eigenfunction Derivatives 7oo and 1

To find the derivative of the steady state function, J.e, one starts with (21):

-.= --- j (') t,,(z') d(')
m-O '0

If the X. are ausumed (from (19)) independent of z, then the series can simply be
differentiated tarm-by-term, since the definite integral is simply a constant for each value
of n.. x.]

To nd the derivative of the eigenfunction , one starts with (18):

Using the product rule for differentiation:

ds
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APPENDIX C

The Specific Solution of the Integral-Energy
Omnidirectional Flux Equation for the Half-Integer

Bessel Function Solution

The Ibtepnrlenerly omnidirectional flux Equation (43), which is the energy-integrated
form of Equation (37), is represented as the steady state term, f.., plus the sun, of exponen-
tially decaying eigenmodes f. through f3:

>(, ON 1B)=,.. , , 2h f2 f3

In this appendix, each term is shown, a derived from Equations (37) and (43). Note
that the eigenmode sum should be infinite, but only the fundamental mode and three higher
modes are shown.

The constants in each term are defined as follows (Ref. 39:55):

A~. To - 1 + ((n42 + V531)/(2vi)}re 1.3801730

T, - (wV2)iS P 0.7404805

K - (4/1 I)(To - T,! P 0.232 155

Z. = ToO - V.2) - K(i .- )

The ting eonstants are defined as in Equation (43) or in Appendix D:

=- 2 f ... () dE

a f p2a.(S) dl

[ ,v~i (4 Z.w) [vIZ) r - (B/uN)][To - (To -Ta)V1I4jV]

{sift [((/27,)( [(1 -y' 2)rnj/2 - K(l _

(sin [(3r/27.)(((I - 02 )To)/2 - K(I - y'

(sin [(5r/2Za)(((l - V)To)/2 - K(l -

25

1 2
-p , . . . . - . -. ... - . . . . 2 . . .. • ;. . . .

m .4- .. . ... : ,r, -- d "" .. . -" ' ' - '" -



VP (sin [(7w/27,,)(((1 -
2)To)/2 - K(I - 14V

fe -2wagee0/"o V V(B~(F/e1 1 - v27I/flo)f To (To

v- ( Z))(( -
2)To)/: - K (I - V 1/ Dd

f , + 2w . s11 / s df v - / R . Ha[ / -Z . 3 - Z ) 1- _v2 (I)B . )I T o - (T o _ T d v '1 4] u ]

(sin [(3i/(2Ze))(((l - y")To)/2 - K(l - V/4)@d

f2= -2ae 1  "' [V2/1(5w/Z.4Vl- - -y2(B/Bo) ][. - (r. - ,3/

(sin [(Sir/(2z,.))(((1 - y2 )To)/2 - K(I - Y 1 /4))1)d

12 =~~[V' _.11 C") [ii( c[ V - (B/Bo)1 [To - (To _-,Y34

(sin [(7w/(2Z.))(((1 - vtYTo)12 - K(I - y 1 t/4 )))

Theme fitting constants are really tuctions of energy' and &rshell.

The ratio@ ofro, ?i, r2~, and r3 should be (as computed from the eigen value~ ratio of the
seroes of the function):

rqf 25rj or alternatively r2 (t/25)ra
ro ow49r3  f = (1/ 4 9 )ro
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APPENDIX D

The General Solution of the Integral-Energy

Omnidirectional Flux Equation for Bessel Functions
or Arbitrary Order, ; a Function of Sigma

Substitution of (18), (28), and (2g) into (27) completes the general expre;sion ror the
differential energy omnidirectional flux, J, with Bessel functions or order

2-

where iv is some number less than two:

J ~ 69 = 9 1Z5 v/-~z'='-dt-L.._0,- J"'(". ) Z.--[: )=

• -L+:-L;
( - a) , I - f Z -- i-- -

+ :'-" '. -z v(R/.I) T(V) )(y)))
Th. ,g Lb th abo -qut io n ti y(

-o dr 1) 2 y ,( -,, )

!. ( -° e t -( ' + ',= p 2 '-A-L(-)
:::f: L(t1 ,, t.+T(V) dy )

Th aencea)ssloy te en rithe oe qatio d tEm o (437) iw f

.' . , _.,- . _'_'_ _

S... .J

... 1 . _ ,,/0 -,)___-_ )}

Pre2( = l , ,,,.,,,.

"?-" Hene, (43) is simply the nergy-intpg.ted form of (37).



APPENDLX E

Flow Chart for Program Eletrorlt

Initial gues ro (and ,, ,t).

Numerically integrate functions at
,' , each data point.

easts

I. .,Least s~pares fit for the constants:

'%',-.' Optimizr e 

fit tuing least squares residual. better_
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no better
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: ~Yes l

l ] Check for 32 better fits ]yes
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